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Hereafter, we always use the convention

0log(0) = lim
x→0+

xlog(x) = lim
x→0+

log(x)
1
x

= lim
x→0+

1
x

− 1
x2

== lim
x→0+

−x = 0.
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Let π be a reference probability measure on E . For a probability
measure µ denote by H(µ|π) the relative entropy f µ with respect to π
defined by the variational formula:

H(µ|π) = sup
f
{< µ, f > − log(< π,ef >)}.

In this formula the supremum is carried over all bounded functions f
and < µ, f > stands for the integral of f with respect to µ. From now
on, to keep notation and terminology simple, we denote H(µ|π) by
H(µ) and refer to it as the entropy of µ.
Notice that the addition of a constant to the function f does not
change the value of < µ, f > − log(< π,ef >). We may therefore
restrict the supremum to bounded positive functions.
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Proposition
The entropy is non-negative, convex and lower semicontinuous.

Let c ∈ R, f1 : E → R be such that f1(x) = c,∀x ∈ E . Then f1 is
bounded and

< µ, f1 > − log(< π,ef1 >) =
∑
x∈E

µ(x)f1(x)− log
(∑

x∈E

π(x)ef1(x)
)

=
∑
x∈E

µ(x) · c − log
(∑

x∈E

π(x)ec
)

=c
∑
x∈E

µ(x)− log
(

ec
∑
x∈E

π(x)
)

= c − log(ec) = c − c = 0.

Therefore,

H(µ) = sup
f
{< µ, f > − log(< π,ef >)} ≥< µ, f1 > − log(< π,ef1 >) = 0

and we have that the entropy is non-negative.
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Let α ∈ [0,1] and let µ1, µ2 be probability measures on E . Then,

H(αµ1 + (1− α)µ2) = sup
f
{< αµ1 + (1− α)µ2, f > − log(< π,ef >)}

= sup
f
{α
[
< µ1, f > − log(< π,ef >)

]
+ (1− α)

[
< µ1, f > − log(< π,ef >)

]
}

≤ sup
f
{α
[
< µ1, f > − log(< π,ef >)

]
}

+ sup
f
{(1− α)

[
< µ1, f > − log(< π,ef >)

]
}

=α sup
f
{
[
< µ1, f > − log(< π,ef >)

]
}

+(1− α) sup
f
{
[
< µ1, f > − log(< π,ef >)

]
}

=αH(µ1) + (1− α)H(µ2).

Since for every µ1, µ2 probability measures on E , we have

H(αµ1 + (1− α)µ2) ≤ αH(µ1) + (1− α)H(µ2),

we have that the entropy is convex.
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Let (µn)n∈N a sequence of probability measures on E which
converges weakly to µ, which is a probability measure on E . Assume
that H(µ) > lim infn→∞ H(µn). In this case, choose

ε =
H(µ)− lim infn→∞ H(µn)

3
> 0.

Since H(µ) = supf{< µ, f > − log(< π,ef >)} over all bounded
functions, there exists f0 such that f0 is a bounded function and

H(µ) < < µ, f0 > − log(< π,ef0 >) + ε.
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Since µn converges weakly to µ, there is n0 ∈ N such that

< µ, f0 > < < µn, f0 > +ε, ∀n > n0,

which is the same as

< µ, f0 > − log(< π,ef0 >) + ε < < µn, f0 > − log(< π,ef0 >) + 2ε, ∀n > n0,

and leads to

H(µ) < < µn, f0 > − log(< π,ef0 >) + 2ε,∀n > n0.

Taking the supremum over all bounded positive functions bounded
below by a strictly positive constant, we get

H(µ) ≤ sup
f
{< µn, f > − log(< π,ef >) + 2ε

]
}

=2ε+ sup
f
{< µn, f > − log(< π,ef >)

]
} = 2ε+ H(µn),∀n > n0.
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Taking the lim inf above, we get

H(µ) ≤ 2ε+ lim inf
n→∞

H(µn) = 2ε+ H(µ)− 3ε = H(µ)− ε < H(µ).

Therefore, the assumption that H(µ) > lim infn→∞ H(µn) is false and
we have

H(µ) ≤ lim inf
n→∞

H(µn).

Since H(µ) ≤ lim infn→∞ H(µn) for every sequence (µn)n∈N of
probability measures on E such that (fn)n∈N converges weakly toµ,
we have that the entropy is lower semicontinuous.
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We shall repeatedly use the entropy to estimate the expectation of a
function with respect to a probability measure µ in terms of integrals
with respect to the reference measure π. Indeed, for every positive
constant α and for every bounded function f : E → R, the entropy
inequality gives that

H(µ) ≥< µ,αf > − log(< π,eαf >),

which is the same as

α < µ, f >=< µ,αf >≤ H(µ) + log(< π,eαf >),

which leads to

< µ, f >≤ α−1{log(< π,eαf >) + H(µ)}

For indicator functions this inequality takes a simple form.
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Proposition

Let A be a subset of E such that π[A] > 0. Then

µ[A] ≤ log 2 + H(µ)

log(1 + 1
π[A] )

.

Choose f = 1A. Then we have

< µ, f >=< µ,1A >= µ[A]

and for every α > 0

< π,eαf >= < π,eα1A >= π[A]eα·1 + π[AC ]eα·0

=π[A]eα + (1− π[A]) · 1 = π[A](eα − 1) + 1.
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Then

< µ, f >≤ α−1{log(< π,eαf >) + H(µ)}

leads to

µ[A] ≤ log(π[A](eα − 1) + 1) + H(µ)

α
.

Since π[A] > 0, we can choose α such as

α = log(1 +
1
π[A]

) > log(1 + 0) = 0

which leads to

log(π[A](eα − 1) + 1) = log(π[A](elog(1+ 1
π[A] ) − 1) + 1)

= log(π[A](1 +
1
π[A]

)− 1) + 1) = log(π[A] + 1− π[A] + 1) = log 2.
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Then, from

µ[A] ≤ log(π[A](eα − 1) + 1) + H(µ)

α

We get

µ[A] ≤ log(π[A](eα − 1) + 1) + H(µ)

α
=

log 2 + H(µ)

log(1 + 1
π[A] )

.
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The following result will be useful in the proof of an explicit formula for
the entropy.

Proposition

Let S be a set. Let µ, π be probability measures on S. Define the
functional Φ : R|S| → R by

Φ(f ) =< µ, f > −log(< π,ef >),∀f : S → R.

Then Φ is concave in R|S|.
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Let f ,g : S → R.. Let α ∈ [0,1]. There are three possibilities: α = 0
(case 1), α = 1 (case 2) or α ∈ (0,1) (case 3).
Case 1: α = 0. In this case, we have

Φ
(
αf + (1− α)g

)
= Φ

(
0 · f + (1− 0)g

)
= Φ(g)

≥0 · Φ(f ) + 1 · Φ(g) = 0 · Φ(f ) + (1− 0)Φ(g) = αΦ(f ) + (1− α)Φ(g).

Case 2: α = 1. In this case, we have

Φ
(
αf + (1− α)g

)
= Φ

(
1 · f + (1− 1)g

)
= Φ(f )

≥1 · Φ(f ) + 0 · Φ(g) = 1 · Φ(f ) + (1− 1)Φ(g) = αΦ(f ) + (1− α)Φ(g).
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Case 3: α ∈ (0,1). From Holder’s inequality, we have

log(< π,eαf +(1−α)g>) = log
(∫

S
eαf e(1−α)gdπ

)
≤log

((∫
S

(
eαf ) 1

α dπ
)α(∫

S

(
e(1−α)g) 1

1−α dπ
)1−α

)

=log

((∫
E

ef dπ
)α(∫

S
egdπ

)1−α
)

=αlog
(∫

S
ef dπ

)
+ (1− α)log

(∫
S

egdπ
)

=αlog(< π,ef >) + (1− α)log(< π,eg >),

which leads to

−log(< π,eαf +(1−α)g>) ≥ −αlog(< π,ef >)− (1− α)log(< π,eg >).
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Then, we get

Φ
(
αf + (1− α)g

)
=< µ,αf + (1− α)g > −log(< π,eαf +(1−α)g>)

≥ < µ,αf > + < µ, (1− α)g > −αlog(< π,ef >)− (1− α)log(< π,eg >)

=α < µ, f > +(1− α) < µ,g > −αlog(< π,ef >)− (1− α)log(< π,eg >)

=α
(
< µ, f > −log(< π,ef >)

)
+ (1− α)

(
< µ,g > −log(< π,eg >)

)
=αΦ(f ) + (1− α)Φ(g).

Since f ,g are arbitrary, we have

Φ
(
αf + (1− α)g

)
≥ αΦ(f ) + (1− α)Φ(g),∀α ∈ [0,1],∀f : S → R.

Therefore, the functional Φ is concave in R|S|.
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The next results presents an explicit formula for the entropy.

Theorem

The entropy H(µ) is given by the formula

H(µ) =
∑
x∈E

π(x)
µ(x)

π(x)
log
(µ(x)

π(x)

)
=
∑
x∈E

µ(x) log
(µ(x)

π(x)

)
if µ is absolutely continuous with respect to π and is equal to∞
otherwise.

There are two possibilities: µ is not absolutely continuous with respect
to π (case 1) or µ is absolutely continuous with respect to π (case 2).
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Case 1: µ is not absolutely continuous with respect to π. In this case,
since E is countable, there is x0 ∈ E such that µ(x0) > 0 and
π(x0) = 0. For each n ∈ N, consider fn : E → R given by

fn(x) =

{
n, if x = x0,

0, if x 6= x0.
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Then, we have

< µ, fn > −log(< π,efn >) =
∑
x∈E

µ(x)fn(x)− log
(∑

x∈E

π(x)efn(x)
)

=µ(x0)fn(x0) +
∑
x 6=x0

µ(x)fn(x)− log
(
π(x0)efn(x0) +

∑
x 6=x0

π(x)efn(x)
)

=µ(x0)n +
∑
x 6=x0

µ(x) · 0− log
(

0 · en +
∑
x 6=x0

π(x)e1
)

=nµ(x0)− log
(

e1
∑
x 6=x0

π(x)
)

= nµ(x0)− log
(
e(1− π(x0))

)
=nµ(x0)− log

(
e(1− 0)

)
= nµ(x0)− log(e) = nµ(x0)− 1,∀n ∈ N.

Since fn is bounded, ∀n ∈ N, we get

H(µ) ≥ lim sup
n→∞

[
< µ, fn > − log(< π,efn >)

]
= lim sup

n→∞
[nµ(x0)− 1] =∞.
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Case 2: µ is absolutely continuous with respect to π. Then, for every
x ∈ E with π(x) = 0, we have µ(x) = 0.
There are two possibilities: E is finite (case 2.1) or E is not finite
(case 2.2).
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Case 2.1: E is finite.
In this case, we can write E = {x1, . . . , xN}, with N = |E |. For every
f : E → R, denote yj = f (xj ),∀j = 1, . . . ,N. We denote µj := µ(xj ) and
πj = π(xj ). We also denote the functional Φ : R|E| → R by

Φ(f ) := < µ, f > −log(< π,ef >)

=
N∑

i=1

µiyi − log
( N∑

i=1

πieyi

)
= Φ(y1, . . . , yN).

This leads to

∂Φ

∂yj
(y1, . . . , yN) = µj −

πjeyj∑N
i=1 πieyi

,∀j = 1, . . . ,N.
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From Proposition 3, we have that Φ is concave in R|E|, then Φ
assumes its maximum where its gradient vanishes. In particular,
consider f0 : E → R given by

f0(xj ) := y0,j =

{
log
(
µj
πj

)
if πj 6= 0;

0 if πj = 0.

Then we have
N∑

i=1

πiey0,i =
N∑

i=1

πi
µi

πi
=

N∑
i=1

µi = 1,

which leads to

∂Φ

∂yj
(y0,1, . . . , y0,N) =µj −

πjey0,j∑N
i=1 πiey0,i

= µj −
πj
µj
πj

1

=µj − πj
µj

πj
= µj − µj = 0,∀j = 1, . . . ,N.
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Then Φ attains its maximum at f0, which leads to

H(µ) =Φ(f0) =
N∑

i=1

µiy0,i − log
( N∑

i=1

πiey0,i

)

=
N∑

i=1

µi log
(µj

πj

)
− log(1)

=
∑
x∈E

µ(x) log
(µ(x)

π(x)

)
=
∑
x∈E

π(x)
µ(x)

π(x)
log
(µ(x)

π(x)

)
.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Case 2.2: E is not finite.
Since E is countable, we can write E = {x1, x2, . . .}. For every k ∈ N,
denote Ek := {x1, . . . , xk} and D(Ek ) for the set of functions f : E → R
that are constant on the complement of Ek . Then (Ek )k≥1 is an
increasing sequence of finite subsets of E whose union is equal to E
and D(Ek ) ⊂ D(Ek+1),∀k ∈ N. For every f bounded, denote Φ(f ) as

Φ(f ) :=< µ, f > − log(< π,ef >).

Since f is bounded for all f ∈ D(Ek ), ∀k ∈ N, we have

sup
f∈D(Ek )

Φ(f ) ≤ H(µ),∀k ∈ N,

which leads to

lim
k→∞

sup
f∈D(Ek )

Φ(f ) ≤ H(µ).
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Suppose that H(µ) > limk→∞ supf∈D(Ek ) Φ(f ). Then there exists f
bounded such that

lim
k→∞

sup
f∈D(Ek )

Φ(f ) < < µ, f > − log(< π,ef >) < H(µ).

Since f is bounded, there exists M ≥ 1 such that |f (x)| ≤ M,∀x ∈ E .
Since µ is a probability measure, we have

lim
k→∞

∣∣∣ ∑
x∈EC

k

µ(x)f (x)
∣∣∣ ≤ lim

k→∞

∑
x∈EC

k

µ(x)|f (x)| ≤ lim
k→∞

∑
x∈EC

k

µ(x)M

=M lim
k→∞

∑
x∈EC

k

µ(x) = M lim
k→∞

µ(EC
k ) = 0.
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Since π is a probability measure, we have

lim
k→∞

∑
x∈EC

k

π(x)ef (x) ≤ lim
k→∞

∑
x∈EC

k

π(x)e|f (x)| ≤ lim
k→∞

∑
x∈EC

k

π(x)eM

=eM lim
k→∞

∑
x∈EC

k

π(x) = eM lim
k→∞

π(EC
k ) = 0.

For every k ∈ N, define fk : E → R by

fk (x) =

{
f (x), if x ∈ Ek ;

0, if x /∈ Ek .

Since |fk (x)| ≤ |f (x)| ≤ M,∀x ∈ E ,∀k ∈ N, fk is bounded, ∀k ∈ N.
Moreover, we have fk ∈ D(Ek ),∀k ∈ N.
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For every k ∈ N, we have

Φ(f )− Φ(fk ) = < µ, f > − log(< π,ef >)−
(
< µ, fk > − log(< π,efk >)

)
=
∑
x∈E

µ(x)[f (x)− fk (x)]− log
(∑

x∈E π(x)ef (x)∑
x∈E π(x)efk (x)

)
=
∑
x∈Ek

µ(x)[f (x)− fk (x)] +
∑

x∈EC
k

µ(x)[f (x)− fk (x)]

−log
( ∑

x∈Ek
π(x)ef (x) +

∑
x∈EC

k
π(x)ef (x)∑

x∈EK
π(x)efk (x) +

∑
x∈EC

K
π(x)efk (x)

)
=
∑
x∈Ek

µ(x)[f (x)− f (x)] +
∑

x∈EC
k

µ(x)[f (x)− 0]

−log
(∑

x∈Ek
π(x)ef (x) +

∑
x∈EC

k
π(x)ef (x)∑

x∈EK
π(x)ef (x) +

∑
x∈EC

K
π(x)e0

)
.
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Then, we get

Φ(f )− Φ(fk ) =
∑

x∈EC
k

µ(x)f (x)− log
(∑

x∈Ek
π(x)ef (x) +

∑
x∈EC

k
π(x)ef (x)∑

x∈EK
π(x)ef (x) + π(EC

k )

)
.
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This leads to

lim
k→∞

[Φ(f )− Φ(fk )]

=limk→∞

[ ∑
x∈EC

k

µ(x)f (x)− log
(∑

x∈Ek
π(x)ef (x) +

∑
x∈EC

k
π(x)ef (x)∑

x∈EK
π(x)ef (x) + π(EC

k )

)]
=limk→∞

∑
x∈EC

k

µ(x)f (x)

−log
( limk→∞

∑
x∈Ek

π(x)ef (x) + limk→∞
∑

x∈EC
k
π(x)ef (x)

limk→∞
∑

x∈Ek
π(x)ef (x) + limk→∞π(EC

k )

)
=0− log

(∑
x∈E π(x)ef (x) + 0∑
x∈E π(x)ef (x) + 0

)
= 0− log(1) = 0− 0 = 0.
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Since limk→∞[Φ(f )− Φ(fk )] = 0, we have a contradiction with

lim
k→∞

sup
f∈D(Ek )

Φ(f ) < < µ, f > − log(< π,ef >) < H(µ).

Therefore, we have

lim
k→∞

sup
f∈D(Ek )

Φ(f ) = H(µ).
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Let k ∈ N. Let f ∈ D(Ek ). Then there exists y0 ∈ R such that
f (x) = y0,∀x ∈ EC

k . Denote yj := f (xj ),∀1 ≤ j ≤ k . Therefore

Φ(f ) = :
∑
x∈E

µ(x)f (x)− log
(∑

x∈E

π(x)ef (x)
)

=
∑
x∈Ek

µ(x)f (x) +
∑

x∈EC
k

µ(x)f (x)− log
( ∑

x∈Ek

π(x)ef (x) +
∑

x∈EC
k

π(x)ef (x)
)

=
k∑

j=1

µjyj +
∑

x∈EC
k

µ(x)y0 − log
( k∑

j=1

πjeyj +
∑

x∈EC
k

π(x)ey0

)
.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Then, we get

Φ(f ) =
k∑

j=1

µjyj + µ(EC
k )y0 − log

( k∑
j=1

πjeyj + π(EC
k )ey0

)
=Φk (y0, y1, . . . , yk ),

where Φk : Rk+1 → R is defined by

Φk (y0, y1, . . . , yk ) =
k∑

j=1

µjyj + µ(EC
k )y0 − log

( k∑
j=1

πjeyj + π(EC
k )ey0

)
.
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This leads to

∂Φk

∂yj
(y0, y1, . . . , yk ) = µj −

πjeyj∑k
i=1 πieyi + π(EC

k )ey0
,∀j = 1, . . . , k

and to

∂Φk

∂y0
(y0, y1, . . . , yk ) = µ(EC

k )−
π(EC

k )ey0∑k
i=1 πieyi + π(EC

k )ey0
.
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Let Sk = {0, x1, x2, . . . , xk} be a set with k + 1 different elements.
Define µk : Sk → R by

µk (x) =

{
µ(EC

k ) ≥ 0, if x = 0;

µ(xk ) ≥ 0, if x = xk .

Then, we have

∑
x∈Sk

µk (x) =µk (0) +
k∑

j=1

µk (xj ) = µ(EC
k ) +

k∑
j=1

µ(xj )

=µ(EC
k ) +

k∑
x∈Ek

µ(x) = µ(EC
k ) + µ(Ek ) = 1.

Therefore, µk is a probability measure on Sk .

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Define πk : Sk → R by

πk (x) =

{
π(EC

k ) ≥ 0, if x = 0;

π(xk ) ≥ 0, if x = xk .

Then, we have

∑
x∈Sk

πk (x) =πk (0) +
k∑

j=1

πk (xj ) = π(EC
k ) +

k∑
j=1

π(xj )

=π(EC
k ) +

k∑
x∈Ek

π(x) = π(EC
k ) + π(Ek ) = 1.

Therefore, πk is a probability measure on Sk .

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Let fk ∈ R|Sk |. If we write f = (y0, y1, . . . , yk ), we have

Φk (fk ) =Φk (y0, y1, . . . , yk )

=
k∑

j=1

µjyj + µ(EC
k )y0 − log

( k∑
j=1

πjeyj + π(EC
k )ey0

)

=µk (0)y0 +
k∑

j=1

µk (xj )yj − log
(
πk (0)ey0 +

k∑
j=1

πk (xj )eyj

)
= < µk , fk > −log(< πk ,efk >).

Since µk , πk are probability measures on the finite set Sk , from
Proposition 3, Φk is concave in R|Sk |. Then Φk assumes its maximum
where its gradient vanishes.
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In particular, define f0,k : E → R by

f0,k (x) =


log(µ(x)

π(x) ), if x ∈ Ek and π(x) 6= 0;

0, if x ∈ Ek and π(x) = 0;

c0 := log
(
µ(EC

k )

π(EC
k )

)
, if x /∈ Ek .
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Denote y0,j := f0,k (xj ),∀j = 1, . . . , k . Then

k∑
i=1

πiey0,i + π(EC
k )ec0 =

∑
x∈Ek

π(x)ef0,k (x) + π(EC
k )e

log(
µ(EC

k )

π(EC
k )

)

=
∑
x∈Ek

π(x)elog(µ(x)
π(x) ) + π(EC

k )
µ(EC

k )

π(EC
k )

=
∑
x∈Ek

π(x)
µ(x)

π(x)
+ µ(EC

k )

=
∑
x∈Ek

µ(x) + µ(EC
k ) = µ(Ek ) + µ(EC

k ) = µ(E) = 1.
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For every j = 1, . . . , k , we have

∂Φk

∂yj
(c0, y0,1, . . . , y0,k ) = µj −

πjey0,j∑k
i=1 πiey0,i + π(EC

k )ec0

=µj −
πj
µj
πj

1
= µj − µj = 0.

Also, we have

∂Φk

∂y0
(c0, y0,1, . . . , y0,k ) = µ(EC

k )−
π(EC

k )ec0∑k
i=1 πiey0,i + π(EC

k )ec0

=µ(EC
k )−

π(EC
k )

µ(EC
k )

π(EC
k )

1
= µ(EC

k )− µ(EC
k ) = 0.
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Then Φk attains maximum in (c0, y0,1, . . . , y0,k ). This leads to

sup
f∈D(Ek )

Φ(f ) =Φk (c0, y0,1, . . . , y0,k )

=
k∑

j=1

µjy0,j + µ(EC
k )c0 − log

( k∑
j=1

πjey0,j + π(EC
k )ec0

)
=
∑
x∈Ek

µ(x)log
(µ(x)

π(x)

)
+ µ(EC

k )log
(µ(EC

k )

π(EC
k )

)
− log

(
1
)

=
∑
x∈Ek

π(x)
µ(x)

π(x)
log
(µ(x)

π(x)

)
+ π(EC

k )
µ(EC

k )

π(EC
k )

log
(µ(EC

k )

π(EC
k )

)
=
∑
x∈Ek

π(x)g
(µ(x)

π(x)

)
+ π(EC

k )g
(µ(EC

k )

π(EC
k )

)
.
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Since D(Ek ) ⊂ D(Ek+1),∀k ∈ N, we have that (supf∈D(Ek ) Φ(f ))k∈N is
an increasing sequence. Finally, observe that

lim
k→∞

π(EC
k ) = lim

k→∞
µ(EC

k ) = 0,

which leads to

H(µ) = lim
k→∞

sup
f∈D(Ek )

Φ(f )

= lim
k→∞

[ ∑
x∈Ek

π(x)g
(µ(x)

π(x)

)
+ π(EC

k )g
(µ(EC

k )

π(EC
k )

)]
=
∑
x∈E

π(x)g
(µ(x)

π(x)

)
+ 0

=
∑
x∈E

π(x)
µ(x)

π(x)
log
(µ(x)

π(x)

)
=
∑
x∈E

µ(x)log
(µ(x)

π(x)

)
.
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This explicit formula for the relative entropy involving the function
u log u explains the relation between the entropy and the expectation
of functions of type ef in the entropy inequality. Indeed, we starting
from the explicit formula in the previous result, we can derive the
entropy inequality.
The following result is true:

Proposition

We have
uv ≤ ev + u log(u)− u,∀u ≥ 0,∀v ∈ R. (1)
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If u = 0, we have

uv = 0 ≤ ev = ev + 0 log(0)− 0 = ev + u log u − u

and the result holds. Consider F : (0,∞)× R→ R given by

F (u, v) = ulog(u) + ev − uv − u,∀u > 0,∀v ∈ R.
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We have

∂F
∂u

(u, v) = log(u) + 1− v − 1 = log(u)− v ,∀u > 0,∀v ∈ R

and

∂F
∂v

(u, v) = Ev − u,∀u > 0,∀v ∈ R.

Then the points (u0, v0) in which the gradient of F vanishes are the
points of the curve u0 = ev0 , v0 ∈ R.
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We also have

∂2F
∂u2 (u, v) =

1
u
,∀u > 0,∀v ∈ R,

∂2F
∂u∂v

(u, v) = −1,∀u > 0,∀v ∈ R,

and

∂2F
∂v2 (u, v) = ev ,∀u > 0,∀v ∈ R.

In the points of the curve u0 = ev0 , the eigenvalues of the Hessian
matrix of F are 0 and u0 + 1

u0
> 0.
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Therefore, F attains its minimum when u = ev , which leads to

Fmin(u, v) =F (u0, v0) = u0log(u0) + ev0 − u0v0 − u0

=u0v0 + u0 − u0v0 − u0 = 0.

Therefore,

ulog(u) + ev − uv − u ≥ 0,∀u > 0,∀v ∈ R,

which leads to

uv ≤ ulog(u) + ev − u,∀u ≥ 0,∀v ∈ R.
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Proposition

If µ is absolutely continuous with respect to π and

H̄(µ) :=
∑
x∈E

π(x)
µ(x)

π(x)
log
(µ(x)

π(x)

)
,

then

H̄(µ) ≥ sup
f
{< µ, f > − log(< π,ef >)},

where the supremum is carried over all bounded functions f and
< µ, f > stands for the integral of f with respect to µ.
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Let f : E → R be a bounded function. Take u as the density of µ with
respect to π and v as the function f plus a constant c. Then∫

E
uvdπ =

∫
E

dµ
dπ

(f + c)dπ =

∫
E

(f + c)dµ = c +

∫
E

fdµ,

∫
E

ulog(u)dπ =
∑
x∈E

π(x)u(x)log(u(x))

=
∑
x∈E

π(x)
µ(x)

π(x)
log
(µ(x)

π(x)

)
= H̄(µ),

∫
E

ev dπ =

∫
E

ef +cdπ =

∫
E

ecef dπ = ec
∫

E
ef dπ,

and ∫
E
−udπ = −

∫
E

dµ
dπ

dπ = −µ(E) = −1.
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Therefore, integrating (1) with respect to π, we get∫
E

uvdπ ≤
∫

E
ulog(u)dπ +

∫
E

ev dπ
∫

E
−udπ,

which is the same as∫
E

fdµ+ c ≤ H̄(µ) + ec
∫

E
ef dπ − 1

and we get

H̄(µ) ≥ c + 1 +

∫
E

fdµ− ec
∫

E
ef dπ = g1(c),

where g1 : R→ R is given by

g1(c) = c + 1 +

∫
E

fdµ− ec
∫

E
ef dπ,∀c ∈ R.
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Since H̄(µ) ≥ g1(c),∀c ∈ R, choosing

c0 = −log
(∫

E
ef dπ

)
,

we get

H̄(µ) ≥g1(c) ≥ g1(c0) = c0 + 1 +

∫
E

fdµ− ec0

∫
E

ef dπ

=− log
(∫

E
ef dπ

)
+ 1 +

∫
E

fdµ−
∫

E ef dπ∫
E ef dπ

=− log
(∫

E
ef dπ

)
+ 1 +

∫
E

fdµ− 1 =

∫
E

fdµ− log
(∫

E
ef dπ

)
.
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Taking the supremum over every bounded function f : E → R, we
have

H̄(µ) ≥ sup
f

{∫
E

fdµ− log
(∫

E
ef dπ

)}
.
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Consider a Markov chain on a countable space E with an invariant
measure denoted by π. Let (Pt )t≥0 be the semigroup associated to
the Markov chain. The following result will be useful in the first
Proposition of this section.

Lemma

If µ is absolutely continuous with respect to π, then µPt is absolutely
continuous with respect to π, ∀t ≥ 0.
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Let t ≥ 0. Let x ∈ E such that π(x) = 0. Since π is an invariant
measure, we get

0 = π(x) = (πPt )(x) =
∑
y∈E

π(y)Pt (y , x),

which leads to π(y)Pt (y , x) = 0,∀y ∈ E . Since µ is absolutely
continuous with respect to π, µ(y) = 0 if and only if π(y) = 0, for
every y ∈ E .
Let y0 ∈ E . There are two possibilities: µ(y0) = 0 (case 1) or
µ(y0) 6= 0 (case 2).
Case 1: µ(y0) = 0. In this case, we have
µ(y0)Pt (y0, x) = 0 · Pt (y0, x) = 0.
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Case 2: µ(y0) 6= 0. In this case, we have π(y0) 6= 0. Since
π(y0)Pt (y0, x) = 0, we get Pt (y0, x) = 0, which leads to
µ(y0)Pt (y0, x) = µ(y0) · 0 = 0.
Therefore, we have µ(y)Pt (y , x) = 0,∀y ∈ E , which leads to

(µPt )(x) =
∑
y∈E

µ(y)Pt (y , x) =
∑
y∈E

0 = 0.

Then (µPt )(x) = 0 when π(x) = 0. This means that µPt is absolutely
continuous with respect to π. Since t ≥ 0 is arbitrary, we have that
µPt is absolutely continuous with respect to π, ∀t ≥ 0.
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The relative entropy with respect to the invariant measure plays an
important role in the investigation of the time evolution of the process.
indeed, since φ(u) = u log u is strictly convex and vanish only at s = 0
and s = 1, the relative entropy of µPt with respect to π does not
increase in time. This is the content of the next proposition.

Proposition

For every probability measure µ, we have

H(µPt ) ≤ H(µ).

Moreover, H(µPt ) = H(µ) <∞ implies that µ = π if the chain is
indecomposable.
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Let φ : (0,∞)→ R, φ(x) = x log(x),∀x > 0. Observe that
φ ∈ C∞

(
(0,∞)

)
, dg

dx (x) = log(x) + 1,∀x > 0 and
d2g
dx2 (x) = 1

x > 0,∀x > 0, therefore φ is strictly convex.
If µ is not absolutely continuous with respect to π, we have
H(µ) =∞, which leads to

H(µPt ) ≤ ∞ = H(µ),∀t ≥ 0.

If µ is absolutely continuous with respect to π, Lemma 1 gives that
µPt is absolutely continuous with respect to π, ∀t ≥ 0.
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Let t ≥ 0. From Theorem 1, we get

H(µPt ) =
∑
x∈E

π(x)φ
( 1
π(x)

(µPt )(x)
)

=
∑
x∈E

π(x)φ
( 1
π(x)

∑
y∈E

µ(y)Pt (y , x)
)

=
∑
x∈E

π(x)φ
(∑

y∈E

µ(y)

π(y)

π(y)Pt (y , x)

π(x)

)
.

Since π is an invariant measure, π = πPt∀t ≥ 0. Then, for every
t ≥ 0, x ∈ E , we have

π(y)Pt (y , x)

π(x)
≥ 0,∀y ∈ E

and∑
y∈E

π(y)Pt (y , x)

π(x)
=

1
π(x)

∑
y∈E

π(y)Pt (y , x) =
(πPt )(x)

π(x)
=
π(x)

π(x)
= 1.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Therefore, αt,x : E → R given by αt,x (y) = π(y)Pt (y,x)
π(x) is a probability

measure. Then, Jensen’s inequality leads to

H(µPt ) =
∑
x∈E

π(x)φ
( 1
π(x)

(µPt )(x)
)

=
∑
x∈E

π(x)φ
(∑

y∈E

µ(y)

π(y)

π(y)Pt (y , x)

π(x)

)
=
∑
x∈E

π(x)φ
(∑

y∈E

µ(y)

π(y)
αt,x (y)

)
=
∑
x∈E

π(x)φ
(

Eαt,x

[µ
π

])
≤
∑
x∈E

π(x)Eαt,x

[
φ
(µ
π

)]
.
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Then, we get

H(µPt ) ≤
∑
x∈E

π(x)Eαt,x

[
φ
(µ
π

)]
.

=
∑
x∈E

π(x)
∑
y∈E

φ
(µ(y)

π(y)

)
αt,x (y)

=
∑
x∈E

π(x)
∑
y∈E

φ
(µ(y)

π(y)

)π(y)Pt (y , x)

π(x)

=
∑
y∈E

π(y)φ
(µ(y)

π(y)

)∑
x∈E

π(x)
Pt (y , x)

π(x)

=
∑
y∈E

π(y)φ
(µ(y)

π(y)

)
= H(µ).
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For the remainder of this section, P?
t stands for the adjoint of Pt in

L2(π), f stands for the density of µ with respect to π and ft stands for
the density of µPt with respect to π. Then, we have

Proposition

ft (x) = (P?
t f )(x).

In particular, the density ft is solution of{
f0 = f
∂t ft = L?ft .

(2)
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We know that the adjoint of L in L2(µ), denoted by L?, is a generator
with P?

t = etL? is also the adjoint of Pt in L2(µ). Then, for g ∈ L2(π),
we have

< g,P?
t f >π= < Ptg, f >π=

∫
E

(Ptg)fdπ =

∫
E

(Ptg)
dµ
dπ

dπ

=

∫
E

(Ptg)dµ =
∑
x∈E

µ(x)(Ptg)(x) =
∑
x∈E

µ(x)
∑
y∈E

Pt (x , y)g(y)

=
∑
x∈E

∑
y∈E

µ(x)Pt (x , y)g(y).
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We also have

< g, ft >π=

∫
E

gftdπ =

∫
E

g
d(µPt )

dπ
dπ

=

∫
E

gd(µPt ) =
∑
y∈E

(µPt )(y)g(y) =
∑
y∈E

∑
x∈E

µ(x)Pt (x , y)g(y)

=
∑
x∈E

∑
y∈E

µ(x)Pt (x , y)g(y) =< g,P?
t f >π .
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Since < g, ft >π=< g,P?
t f >π,∀g ∈ L2(π), we have

ft (x) = (P?
t f )(x).

From the definition of ft , we get

f0 =
dµP0

dπ
=

dµ
dπ

= f .
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From P?
t = etL? , we get

∂tP?
t = ∂t (etL?) = L?etL? = L?P?

t ,

which leads to

∂t ft = ∂t (P?
t f ) = (∂tP?

t )f = (L?P?
t )f = L?(P?

t f ) = L?ft .

Therefore, the density ft is solution of{
f0 = f
∂t ft = L?ft .

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

The following result will be useful.

Lemma

We have

x [log(y)− log(x)] ≤ 2
√

x [
√

y −
√

x ],∀x , y ≥ 0.
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For x = 0, y ≥ 0, we have

x [log(y)− log(x)] = x log(y)− x log(x) = 0− 0

=0 = 2
√

0[
√

y −
√

0] = 2
√

x [
√

y −
√

x ].

For x > 0, y = 0, we have

x [log(y)− log(x)] = x log(0)− x log(x) = −∞− x log(x)

=−∞ < −2x = 2
√

x [
√

0−
√

x ] = 2
√

x [
√

y −
√

x ].
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Define F : (0,∞)2 → R by

F (x , y) = 2
√

x
√

y − 2x + x log(x)− x log(y),∀x , y > 0.

Then we have

∂F
∂x

(x , y) =

√
y√
x
− 2 + log(x) + 1− log(y) =

√
y
x

+ log
(x

y

)
− 1,∀x , y > 0,

and

∂F
∂y

(x , y) =

√
x
√

y
− x

y
=

√
x
y

(
1−

√
x
y

)
,∀x , y > 0,
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We also have

∂2F
∂x2 (x , y) =

1
x
−
√

y
2x
√

x
,∀x , y > 0,

∂2F
∂y∂x

(x , y) =
∂2F
∂x∂y

(x , y) =

√
1

2
√

xy
− 1

y
,∀x , y > 0,

and

∂2F
∂y2 (x , y) =

x
y2 −

√
x

2y
√

y
,∀x , y > 0.
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Then, the points (x0, y0) such that

∂F
∂x

(x0, y0) =
∂F
∂y

(x0, y0) = 0

are such that x0 = y0 > 0. In such points, we have

F (x0, y0) =2
√

x0
√

y0 − 2x0 + x0 log(x0)− x0 log(y0)

=2
√

x0
√

x0 − 2x0 + x0 log(x0)− x0 log(x0) = 2x0 − 2x0 = 0.
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Moreover, it holds

∂2F
∂x2 (x0, y0) =

1
x0
−
√

y0

2x0
√

x0

=
1
x0
−
√

x0

2x0
√

x0
=

1
x0
− 1

2x0
=

1
2x0

,

∂2F
∂y∂x

(x0, y0) =
∂2F
∂x∂y

(x0, y0) =

√
1

2
√

x0y0
− 1

y0

=

√
1

2
√

x0x0
− 1

x0
=

1
2x0
− 1

x0
= − 1

2x0
,

and
∂2F
∂y2 (x0, y0) =

x0

y2
0
−
√

x0

2y0
√

y0

=
x0

x2
0
−
√

x0

2x0
√

x0
=

1
x0
− 1

2x0
=

1
2x0

.
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In the points of the curve y0 = x0 > 0, the eigenvalues of the Hessian
matrix of F are 0 and 1

x0
> 0. Then, F attains its minimum in the

points (x0, y0) such that x0 = y0. Then we have

2
√

x
√

y − 2x + x log(x)− x log(y) = F (x , y) ≥ F (x0, y0) = 0,∀x , y > 0,

which is the same as

x [log(y)− log(x)] ≤ 2
√

x [
√

y −
√

x ],∀x , y > 0.

In this way, we get

x [log(y)− log(x)] ≤ 2
√

x [
√

y −
√

x ],∀x , y ≥ 0.
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Finally, we will deduce a estimate for the time derivative of the entropy
of µPt .

Theorem
Let µ be a probability measure with finite entropy: H(µ) <∞. For
every t ,h ≥ 0, we have that

H(µPt+h)− H(µPt ) =

∫ t+h

t
< fs,L log fs >π ds

≤
∫ t+h

t
2 <

√
fs,L

√
fs >π ds.

Moreover,

2 <
√

fs,L
√

fs >π= −
∑

x,y∈E

π(x)L(x , y)[
√

fs(y)−
√

fs(x)]2.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

We have

∂

∂
(fs log

(
fs(x)

)
=∂s

(
fs(x)

)
log(fs(x)

)
+ fs(x)∂s log(fs(x)

)
=∂s

(
fs(x)

)
log
(
fs(x)

)
+ fs(x)

∂s
(
fs(x)

)
fs(x)

=∂s
(
fs(x)

)
[1 + log

(
fs(x)

)
] = L?fs(x)[1 + log

(
fs(x)

)
].
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By the explicit formula for the entropy, the difference
H(µPt+h)− H(µPt ) is equal to

H(µPt+h)− H(µPt ) =
∑
x∈E

π(x)ft+h(x) log
(
ft+h(x)

)
−
∑
x∈E

π(x)ft (x) log
(
ft (x)

)
=
∑
x∈E

π(x)[ft+h(x) log
(
ft+h(x)

)
− ft (x) log

(
ft (x)

)
]

=
∑
x∈E

π(x)

∫ t+h

t

∂

∂s
(fs log(fs(x)

)
ds

=
∑
x∈E

π(x)

∫ t+h

t
L?fs(x)[1 + log

(
fs(x)

)
]ds.
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Since π is an invariant probability measure, we observe that for every
x ∈ E , ∑

y∈E

p?(x , y) =
∑
y∈E

λ(y)π(y)p(y , x)

λ(x)π(x)

=
1

λ(x)π(x)

∑
y∈E

λ(y)π(y)p(y , x)

=
1

λ(x)π(x)
λ(x)π(x) = 1.

We denote the upper bound of the jump rate λ(·) by λ̄.
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We make the following claim.

Claim
The positive function g1 : E → R given by

g1(x) =
∑
y 6=x

L?(x , y)fs(y) + fs(x)λ(x),∀x ∈ E ,

is such that
∫

E g1dπ ≤ 2λ̄ <∞.
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Indeed, we have∫
E

g1dπ =
∑
x∈E

g1(x)π(x) =
∑
x∈E

[∑
y 6=x

L?(x , y)fs(y) + fs(x)λ(x)
]
π(x)

=
∑
x∈E

∑
y 6=x

L?(x , y)fs(y)π(x) +
∑
x∈E

fs(x)λ(x)π(x)

=
∑
x∈E

[∑
y∈E

L?(x , y)fs(y)π(x)− L?(x , x)fs(x)π(x)
]

+
∑
x∈E

fs(x)λ(x)π(x)

=
∑
x∈E

∑
y∈E

L?(x , y)fs(y)π(x)−
∑
x∈E

(
− λ(x)

)
fs(x)π(x) +

∑
x∈E

fs(x)λ(x)π(x)

=
∑
x∈E

[∑
y∈E

L?(x , y)
[
[fs(y)− fs(x)] + fs(x)

]]
π(x) + 2

∑
x∈E

fs(x)λ(x)π(x).
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This leads to∫
E

g1dπ

≤
∑
x∈E

[∑
y∈E

L?(x , y)[fs(y)− fs(x)] +
∑
y∈E

L?(x , y)fs(x)
]
π(x) + 2

∑
x∈E

fs(x)λ̄π(x)

=
∑
x∈E

[∑
y∈E

L?(x , y)[fs(y)− fs(x)] + fs(x)
∑
y∈E

L?(x , y)
]
π(x) + 2λ̄

∑
x∈E

fs(x)π(x)

=
∑
x∈E

[∑
y∈E

L?(x , y)[fs(y)− fs(x)] + fs(x) · 0
]
π(x) + 2λ̄

∑
x∈E

(µPs)(x)

=
∑
x∈E

1
[∑

y∈E

L?(x , y)[fs(y)− fs(x)]
]
π(x) + 2λ̄ · 1

=
∑
x∈E

1 · (L?fs)(x) + 2λ̄

= < 1,L?fs >π +2λ̄ =< L1, fs >π +2λ̄ =< 0, fs >π +2λ̄ = 2λ̄ <∞.
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For every x ∈ E , we have

|L?fs(x)| =
∣∣∣∑

y∈E

L?(x , y)[fs(y)− fs(x)]
∣∣∣

=
∣∣∣∑

y 6=x

L?(x , y)[fs(y)− fs(x)]
∣∣∣

=
∣∣∣∑

y 6=x

L?(x , y)fs(y)−
∑
y 6=x

L?(x , y)fs(x)
∣∣∣

=
∣∣∣∑

y 6=x

L?(x , y)fs(y)− fs(x)
∑
y 6=x

L?(x , y)
∣∣∣

=
∣∣∣∑

y 6=x

L?(x , y)fs(y)− fs(x)λ(x)
∣∣∣

≤
∣∣∣∑

y 6=x

L?(x , y)fs(y)
∣∣∣+ |fs(x)λ(x)|

≤
∑
y 6=x

L?(x , y)fs(y) + fs(x)λ(x) = g1(x).

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

This leads to∫ t+h

t

[ ∫
E
|L?f |dπ

]
ds ≤

∫ t+h

t

[ ∫
E

g1dπ
]
ds

=

∫ t+h

t

∑
x∈E

g1(x)π(x)dx ≤
∫ t+h

t
2λ̄ds = 2λ̄h.

Then, by Fubini Theorem, we get

∑
x∈E

π(x)

∫ t+h

t
L?fs(x)ds =

∫
E

[ ∫ t+h

t
L?fsds

]
dπ

=

∫ t+h

t

[ ∫
E

L?fsdπ]ds =

∫ t+h

t
< L?fs,1 >π ds

=

∫ t+h

t
< fs,L1 >π ds =

∫ t+h

t
< fs,0 >π ds =

∫ t+h

t
0ds = 0.
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By Fubini Theorem, we also get∑
x∈E

π(x)

∫ t+h

t
log
(
fs(x)

)
L?fs(x)ds =

∫
E

[ ∫ t+h

t
log(fs)L?fsds

]
dπ

=

∫ t+h

t

[ ∫
E

log(fs)L?fsdπ
]
ds =

∫ t+h

t
< L?fs, log(fs) >π ds

=

∫ t+h

t
< fs,L log(fs) >π ds.

This leads to

H(µPt+h)− H(µPt ) =
∑
x∈E

π(x)

∫ t+h

t
L?fs(x)[1 + log

(
fs(x)

)
]ds

=
∑
x∈E

π(x)

∫ t+h

t
L?fs(x)ds +

∑
x∈E

π(x)

∫ t+h

t
log
(
fs(x)

)
L?fs(x)ds

=0 +

∫ t+h

t
< fs,L log(fs) >π ds =

∫ t+h

t
< fs,L log(fs) >π ds.
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From Lemma 2, we get∫ t+h

t
< fs,L log(fs) >dπ ds =

∫ t+h

t

∑
x∈E

fs(x)
(
L log(fs)

)
(x)π(x)ds

=

∫ t+h

t

∑
x∈E

fs(x)
[∑

y∈E

λ(x)p(x , y)[log
(
(fs)(y)

)
− log

(
(fs)(x)

)
]
]
π(x)ds

=

∫ t+h

t

∑
x∈E

[∑
y∈E

λ(x)p(x , y)fs(x)[log
(
(fs)(y)

)
− log

(
(fs)(x)

)
]
]
π(x)ds

≤
∫ t+h

t

∑
x∈E

[∑
y∈E

λ(x)p(x , y)2
√

fs(x)[
√

fs(y)−
√

fs(x)]
]
π(x)ds

=2
∫ t+h

t

∑
x∈E

√
fs(x)

[∑
y∈E

λ(x)p(x , y)[
√

fs(y)−
√

fs(x)]
]
π(x)ds

=2
∫ t+h

t

∑
x∈E

(
√

fs)(x)(L
√

fs)(x)π(x)ds =

∫ t+h

t
2 <

√
fs,L

√
fs >π ds.
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Finally, we will prove the final claim of the Theorem. We have

2 <
√

fs,L
√

fs >π=<
√

fs,L
√

fs >π + <
√

fs,L
√

fs >π

= <
√

fs,L
√

fs >π + < L?
√

fs,
√

fs >π

=
∑
x∈E

√
fs(x)(L

√
fs)(x)π(x) +

∑
x∈E

√
fs(x)(L?

√
fs)(x)π(x)

=
∑
x∈E

√
fs(x)

∑
y∈E

L(x , y)[
√

fs(y)−
√

fs(x)]π(x)

+
∑
x∈E

√
fs(x)

∑
y∈E

L?(x , y)[
√

fs(y)−
√

fs(x)]π(x).
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Then, 2 <
√

fs,L
√

fs >π is equal to∑
x∈E

√
fs(x)

∑
y∈E

L(x , y)[
√

fs(y)−
√

fs(x)]π(x)

+
∑
x∈E

√
fs(x)

∑
y∈E

L?(x , y)[
√

fs(y)−
√

fs(x)]π(x)

=
∑
x∈E

∑
y∈E

π(x)L(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

+
∑
x∈E

∑
y∈E

π(x)L?(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

=
∑
x∈E

∑
y∈E

π(x)L(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

+
∑
y∈E

∑
x∈E

π(y)L?(y , x)
√

fs(y)[
√

fs(x)−
√

fs(y)].
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Since L? is the adjoint of L in L2(π), we have

π(x)L(x , y) = π(y)L?(x , y),∀x , y ∈ E ,

which leads to

2 <
√

fs,L
√

fs >π

=
∑
x∈E

∑
y∈E

π(x)L(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

+
∑
y∈E

∑
x∈E

π(y)L?(y , x)
√

fs(y)[
√

fs(x)−
√

fs(y)]

=
∑
x∈E

∑
y∈E

π(x)L(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

+
∑
y∈E

∑
x∈E

π(x)L(x , y)
√

fs(y)[
√

fs(x)−
√

fs(y)].
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Finally, we get that 2 <
√

fs,L
√

fs >π is equal to∑
x∈E

∑
y∈E

π(x)L(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

+
∑
y∈E

∑
x∈E

π(x)L(x , y)
√

fs(y)[
√

fs(x)−
√

fs(y)]

=
∑

x,y∈E

π(x)L(x , y)
√

fs(x)[
√

fs(y)−
√

fs(x)]

+
∑

x,y∈E

π(x)L(x , y)(−
√

fs(y))[
√

fs(y)−
√

fs(x)]

=
∑

x,y∈E

π(x)L(x , y)[
√

fs(x)−
√

fs(y)][
√

fs(y)−
√

fs(x)]

=−
∑

x,y∈E

π(x)L(x , y)[
√

fs(y)−
√

fs(x)][
√

fs(y)−
√

fs(x)]

=−
∑

x,y∈E

π(x)L(x , y)[
√

fs(y)−
√

fs(x)]2.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

We introduce, for every function f ∈ L2(π), the Dirichlet form D(f ) of f
defined by

D(f ) := − < f ,Lf >π= −
∑
x∈E

f (x)Lf (x)π(x).

The sum is well defined because the generator L is a bounded
operator in L2(π).
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Proposition

The Dirichlet form of a function f ∈ L2(π) is positive and equal to

D(f ) =
1
2

∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2.
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Denote the adjoint of L in L2(π) by L?. Then

2 < fs,Lfs >π=< fs,Lfs >π + < fs,Lfs >π
= < fs,Lfs >π + < L?fs, fs >π

=
∑
x∈E

fs(x)(Lfs)(x)π(x) +
∑
x∈E

fs(x)(L?fs)(x)π(x)

=
∑
x∈E

fs(x)
∑
y∈E

L(x , y)[fs(y)− fs(x)]π(x)

+
∑
x∈E

fs(x)
∑
y∈E

L?(x , y)[fs(y)− fs(x)]π(x).
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Then, 2 < fs,Lfs >π is equal to∑
x∈E

fs(x)
∑
y∈E

L(x , y)[fs(y)− fs(x)]π(x)

+
∑
x∈E

fs(x)
∑
y∈E

L?(x , y)[fs(y)− fs(x)]π(x)

=
∑
x∈E

∑
y∈E

π(x)L(x , y)fs(x)[fs(y)− fs(x)]

+
∑
x∈E

∑
y∈E

π(x)L?(x , y)fs(x)[fs(y)− fs(x)]

=
∑
x∈E

∑
y∈E

π(x)L(x , y)fs(x)[fs(y)− fs(x)]

+
∑
y∈E

∑
x∈E

π(y)L?(y , x)fs(y)[fs(x)− fs(y)].
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Since L? is the adjoint of L in L2(π), we have

π(x)L(x , y) = π(y)L?(x , y),∀x , y ∈ E ,

which leads to

2 < fs,Lfs >π

=
∑
x∈E

∑
y∈E

π(x)L(x , y)fs(x)[fs(y)− fs(x)]

+
∑
y∈E

∑
x∈E

π(y)L?(y , x)fs(y)[fs(x)− fs(y)]

=
∑
x∈E

∑
y∈E

π(x)L(x , y)fs(x)[fs(y)− fs(x)]

+
∑
y∈E

∑
x∈E

π(x)L(x , y)fs(y)[fs(x)− fs(y)].
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Then, we get that 2 < fs,Lfs >π is equal to∑
x∈E

∑
y∈E

π(x)L(x , y)fs(x)[fs(y)− fs(x)]

+
∑
y∈E

∑
x∈E

π(x)L(x , y)fs(y)[fs(x)− fs(y)]

=
∑
x∈E

∑
y∈E

π(x)L(x , y)fs(x)[fs(y)− fs(x)]

+
∑
y∈E

∑
x∈E

π(x)L(x , y)
(
− fs(y)

)
[fs(y)− fs(x)]

=
∑

x,y∈E

π(x)L(x , y)[fs(x)− fs(y)][fs(y)− fs(x)]

=−
∑

x,y∈E

π(x)L(x , y)[fs(y)− fs(x)][fs(y)− fs(x)]

=−
∑

x,y∈E

π(x)L(x , y)[fs(y)− fs(x)]2.
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Finally, we have

D(f ) :=− < f ,Lf >π

=− 1
2

[2 < fs,Lfs >π]

=− 1
2

[
−
∑

x,y∈E

π(x)L(x , y)[fs(y)− fs(x)]2
]

=
1
2

∑
x,y∈E

π(x)L(x , y)[fs(y)− fs(x)]2.
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Notice that if D(f ) = 0 and the process is indecomposable, then f is
constant.

Proposition

If a function F : R→ R is a contraction, (i.e., |F (a)− F (b)| ≤ |a− b|),
then

D(F ◦ f ) ≤ D(f ). (3)
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Indeed, we have

D(F ◦ f ) =
1
2

∑
x,y∈E

π(x)L(x , y)[(F ◦ f )(y)− (F ◦ f )(x)]2

=
1
2

∑
x,y∈E

π(x)L(x , y)|F
(
f (y)

)
− F

(
f (x)

)
|2

≤1
2

∑
x,y∈E

π(x)L(x , y)|f (y)− f (x)|2

=
1
2

∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2 = D(f ).
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Proposition

Let M be a fixed real number. Then the function F (x) = min{x ,M} is
a contraction .

If M is a fixed real number and F (x) = min{x ,M}, we have

|F (a)− F (b)| =


|M −M| = |0| = 0 ≤ |a− b|, if a ≥ M and b ≥ M;

|M − b| = M − b ≤ a− b = |a− b|, if a ≥ M and b < M;

|a−M| = M − a ≤ b − a = |a− b|, if a < M and b ≥ M;

|a− b| ≤ |a− b|, if a < M and b < M;
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Proposition

The function F (x) = |x | is a contraction.

Indeed, we have

|F (a)− F (b)| =
∣∣|a| − |b|∣∣ ≤ |a− b|.
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Another interesting result is the convexity of the Dirichlet form.

Proposition

Let p be a probability measure on N and (fj )j∈N ⊂ L2(π). Then

D
(∑

j∈N

pj fj
)
≤
∑
j∈N

pjD(fj ).
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For every (x , y) ∈ E2, let αx,y : N→ R be the random variable which
is fy (y)− fj (x) with probability pj . Then(

E [αx,y ]
)2

=
(∑

j∈N

pj [fy (y)− fj (x)]
)2

≤
∑
j∈N

pj [fj (y)− fj (x)]2

=E [α2
x,y ],∀x , y ∈ E .
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This leads to

D
(∑

j∈N

pj fj
)

=
1
2

∑
x,y∈E

π(x)L(x , y)
[(∑

j∈N

pj fj
)

(y)−
(∑

j∈N

pj fj
)

(x)
]2

=
1
2

∑
x,y∈E

π(x)L(x , y)
[∑

j∈N

pj fj (y)−
∑
j∈N

pj fj (x)
]2

=
1
2

∑
x,y∈E

π(x)L(x , y)
[∑

j∈N

pj [fj (y)− fj (x)]
]2

≤1
2

∑
x,y∈E

π(x)L(x , y)
∑
j∈N

pj [fj (y)− fj (x)]2

=
∑
j∈N

pj

(1
2

∑
x,y∈E

π(x)L(x , y)[fj (y)− fj (x)]2
)
,

which leads to
D
(∑

j∈N

pj fj
)
≤
∑
j∈N

pjD(fj ).
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If the probability measure π is reversible, there exists a variational
formula for the Dirichlet form D(f ).

Theorem
(Variational formula for the Dirichlet form)Assume π is reversible.
For every non-negative function f ∈ L2(π),

D(f ) := − inf
g

∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x).

In this formula, the infimum is taken over all bounded positive
functions g which are bounded below by a strictly positive constant.
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Fix a function g that is bounded and is bounded below by a strictly
positive constant. Set α = g

f 1{f > 0}, so that α(x) = 0 if and only if
f (x) = 0. With this definition,

<
f 2

g
,Ptg >π=

∑
x∈E

f 2(x)

g(x)
(Ptg)(x)π(x)

=
∑
x∈E

f (x)>0

f 2(x)

g(x)

(∑
y∈E

Pt (x , y)g(y)
)
π(x)

=
∑
x∈E

f (x)>0

f (x)
g(x)
f (x)

( ∑
y∈E

f (y)>0

Pt (x , y)f (y)
g(y)

f (y)

)
π(x)

=
∑
x∈E

f (x)
g(x)
f (x) 1{f (x) > 0}

(∑
y∈E

Pt (x , y)f (y)
g(y)

f (y)
1{f (y) > 0}

)
π(x).
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Then, we have

<
f 2

g
,Ptg >π

=
∑
x∈E

f (x)
g(x)
f (x) 1{f (x) > 0}

(∑
y∈E

Pt (x , y)f (y)
g(y)

f (y)
1{f (y) > 0}

)
π(x)

=
∑
x∈E

f (x)

α(x)

(∑
y∈E

Pt (x , y)f (y)α(y)
)
π(x)

=
∑
x∈E

( f
α

)
(x)
(∑

y∈E

Pt (x , y)(fα)(y)
)
π(x)

=
∑
x∈E

( f
α

)
(x)
(
Pt (fα)

)
(x)π(x) =<

f
α
,Pt (fα) >π,∀t > 0.
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Since the probability measure π is reversible, Pt is self-adjoint, which
leads to

<
f 2

g
,Ptg >π=<

f
α
,Pt (fα) >π

=
1
2

[
<

f
α
,Pt (fα) >π + <

f
α
,Pt (fα) >π

]
=

1
2

[
<

f
α
,Pt (fα) >π + < fα,Pt

( f
α

)
>π

]
=

1
2

[∑
x∈E

( f
α

)
(x)
(
Pt (fα)

)
(x)π(x) +

∑
x∈E

(fα)(x)
(

Pt

( f
α

))
(x)π(x)

]
=

1
2

∑
x∈E

f (x)>0

[( f
α

)
(x)
(
Pt (fα)

)
(x) + (fα)(x)

(
Pt

( f
α

))
(x)
]
π(x).
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Then, we have

<
f 2

g
,Ptg >π

=
1
2

∑
x∈E

f (x)>0

[( f
α

)
(x)
(
Pt (fα)

)
(x) + (fα)(x)

(
Pt

( f
α

))
(x)
]
π(x)

=
1
2

∑
x∈E

f (x)>0

[ f (x)

α(x)

∑
y∈E

f (y)>0

Pt (x , y)f (y)α(y) + f (x)α(x)
∑
y∈E

f (y)>0

Pt (x , y)
f (y)

α(y)

]
π(x)

=
1
2

∑
x,y∈E

f (x)f (y)>0

π(x)f (x)f (y)Pt (x , y)
(α(y)

α(x)
+
α(x)

α(y)

)
.
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Since x + x−1 ≥ 2,∀x > 0, we get

<
f 2

g
,Ptg >π

=
1
2

∑
x,y∈E

f (x)f (y)>0

π(x)f (x)f (y)Pt (x , y)
(α(y)

α(x)
+
α(x)

α(y)

)

≥1
2

∑
x,y∈E

f (x)f (y)>0

π(x)f (x)f (y)Pt (x , y)2

=
∑

x,y∈E
f (x)f (y)>0

π(x)f (x)f (y)Pt (x , y) =
∑

x,y∈E

π(x)f (x)f (y)Pt (x , y)

=
∑
x∈E

f (x)
(∑

y∈E

Pt (x , y)f (y)
)
π(x) =

∑
x∈E

f (x)(Pt f )(x)π(x) =< f ,Pt f >π .
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Then, we have

<
f 2

g
,Ptg >π ≥ < f ,Pt f >π,∀t > 0,

and we get

−1
t
<

f 2

g
,Ptg >π ≤ −1

t
< f ,Pt f >π,∀t > 0.
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This leads to

1
t
<

f 2

g
, (g − Ptg) >π=

1
t
<

f 2

g
,g >π −

1
t
<

f 2

g
,Ptg >π

=
1
t
< f , f >π −

1
t
<

f 2

g
,Ptg >π

≤1
t
< f , f >π −

1
t
< f ,Pt f >π

=
1
t
< f , (f − Pt f ) >π,∀t > 0.
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Since g is bounded, we have that the sequence {t−1(Ptg − g), t > 0}
converges uniformly to Lg as t ↓ 0. Since g is bounded below by a
strictly positive constant, there is C > 0 such that 1

g(x) < C, ∀x ∈ E .
We claim that

lim
t→0+

1
t
<

f 2

g
, (g − Ptg) >π=<

f 2

g
,−Lg >π .

Indeed, let ε > 0. Since the sequence {t−1(Ptg − g), t > 0}
converges uniformly to Lg as t ↓ 0, there exists t0 > 0 such that

|t−1(Ptg − g)(x)− (Lg)(x)| < ε

C(< f , f >π +1)
,∀x ∈ E ,∀ 0 < t < t0.
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Then, for all 0 < t < t0, we have∣∣∣1
t
<

f 2

g
, (g − Ptg) >π − <

f 2

g
,−Lg >π

∣∣∣
=| < f 2

g
, t−1(Ptg − g)− Lg >π |

=
∣∣∣∑

x∈E

f 2(x)
1

g(x)

(
t−1(Ptg − g)(x)− (Lg)(x)

)
π(x)

∣∣∣
≤
∑
x∈E

f 2(x)
1

g(x)
|t−1(Ptg − g)(x)− (Lg)(x)|π(x)

<
∑
x∈E

f 2(x)C
ε

C(< f , f >π +1)
π(x) =

ε < f , f >π
(< f , f >π +1)

< ε,

and we have

lim
t→0+

1
t
<

f 2

g
, (g − Ptg) >π=<

f 2

g
,−Lg >π .
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Since f ∈ L2(π), we have that

lim
t→0+

< t−1(f − Pt f )− Lf , t−1(f − Pt f )− Lf >π= 0.

From Holder inequality, we have∣∣∣1
t
< f , (f − Pt f ) >π − < f ,−Lf >π

∣∣∣2
= < f , t−1(f − Pt f )− Lf >2

π

≤ < f , f >π< t−1(f − Pt f )− Lf , t−1(f − Pt f )− Lf >π,

which leads to

lim
t→0+

|1
t
< f , (f − Pt f ) >π − < f ,−Lf >π |2 = 0,

which is the same as

lim
t→0+

1
t
< f , (f − Pt f ) >π=< f ,−Lf >π= − < f ,Lf >π= D(f ).

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Since

1
t
<

f 2

g
, (g − Ptg) >π≤

1
t
< f , (f − Pt f ) >π,∀t > 0,

Making t → 0+, we get

− < f 2

g
,Lg >π= <

f 2

g
,−Lg >π= lim

t→0+

1
t
<

f 2

g
, (g − Ptg) >π

≤ lim
t→0+

1
t
< f , (f − Pt f ) >π= D(f ).

This is the same as

D(f ) ≥ −
∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x).
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Since g is a arbitrary function that is bounded and is bounded below
by a strictly positive constant, we get

D(f ) ≥ sup
g
−
∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x) = − inf

g

∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x),

where we take the supremum and the infimum over all bounded
positive functions g which are bounded below by a strictly positive
constant.
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If f is bounded and bounded below by a strictly positive constant, we
can make g = f , which leads to

− inf
g

∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x) = sup

g
−
∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x)

≥−
∑
x∈E

π(x)
f 2(x)

f (x)
Lf (x) = −

∑
x∈E

π(x)f (x)Lf (x) = − < f ,Lf >π= D(f ),

which leads to

D(f ) ≤ − inf
g

∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x),

where we take the infimum over all bounded positive functions g
which are bounded below by a strictly positive constant.
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However, in the general case f is neither bounded or bounded below
by a strictly positive constant. In this case, we need to approximate f
by bounded positive functions bounded below by strictly positive
constants.
For each positive integer M, let fM : E → R be the function defined by

fM(x) = M−1 + min{f (x),M},∀x ∈ E .

Since f is positive, 0 ≤ min{f (x),M} ≤ M,∀x ∈ E , which leads to

M−1 = M−1 + 0 ≤ M−1 + min{f (x),M} = fM(x) ≤ M−1 + M,∀x ∈ E .

Then, fM is bounded and bounded below by a strictly positive
constant, for every M ∈ N.
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We claim that limM→∞ fM(x) = f (x),∀x ∈ E . Indeed, let x ∈ E . Also,
let ε > 0. Choosing M0 such that M0 > max{ε−1, f (x)}, we get

fM(x) = M−1 + min{f (x),M} = M−1 + f (x) > f (x),∀M > M0,

which leads to

|fM(x)− f (x)| = fM(x)− f (x) = M−1 < ε,∀M > M0.

Since for every ε > 0, there exists M0 ∈ N such that
|fM(x)− f (x)| < ε,∀M > M0, we have limM→∞ fM(x) = f (x). Since
x ∈ E is arbitrary, we have

lim
M→∞

fM(x) = f (x),∀x ∈ X .
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Define the measure µ : E2 → R on E2 by

µ(x , y) =

{
π(x)L(x,y)

2 = π(x)λ(x)p(x,y)
2 , if x 6= y ;

0, if x = y ;

Define F : E2 → R by

F (x , y) =
(
F (y)− F (x)

)2
,∀x , y ∈ E .
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Then F (x , y) ≥ 0 and we have

D(f ) =
1
2

∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2 =
∑

x,y∈E
x 6=y

π(x)L(x , y)

2
F (x , y)

=
∑

x,y∈E
x 6=y

µ(x , y)F (x , y) =
∑

(x,y)∈E2

µ(x , y)F (x , y) =

∫
E2

Fdµ.

For each positive integer M, let FM : E2 → R be the function defined
by

FM(x , y) =
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)],∀(x , y) ∈ E2.
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Since f is positive, for every (x , y) ∈ E2, we get

lim
M→∞

FM(x , y) = lim
M→∞

[(f (y)
)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
[ (

f (y)
)2

limM→∞ fM(y)
−

(
f (x)

)2

limM→∞ fM(x)

]
[ lim
M→∞

fM(y)− lim
M→∞

fM(x)]

=
[(f (y)

)2

f (y)
−
(
f (x)

)2

f (x)

]
[f (y)− f (x)]

=[f (y)− f (x)][f (y)− f (x)] = [f (y)− f (x)]2 = F (x , y).

We claim that FM(x , y) ≥ 0,∀x , y ∈ E . For every (x , y) ∈ E2, we have
four possibilities: f (x) ≥ M and f (y) ≥ M (case 1), f (x) ≥ M and
f (y) < M (case 2), f (x) < M and f (y) ≥ M (case 3), f (x) < M and
f (y) < M (case 4).
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Case 1: f (x) ≥ M and f (y) ≥ M. In this case, we have

fM(x) = M−1 + min{f (x),M} = M−1 + M

and

fM(y) = M−1 + min{f (y),M} = M−1 + M.

Then we get

FM(x , y) =
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
[ (f (y)

)2

M−1 + M
−

(
f (x)

)2

M−1 + M

]
[M−1 + M −M−1 −M]

=
[(f (y)

)2 −
(
f (x)

)2

M−1 + M

]
· 0 = 0.
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Case 2: f (x) ≥ M and f (y) < M. In this case, we have

fM(x) = M−1 + min{f (x),M} = M−1 + M

and

fM(y) = M−1 + min{f (y),M} = M−1 + f (y).

Then we get

FM(x , y) =
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
[ (

f (y)
)2

M−1 + f (y)
−

(
f (x)

)2

M−1 + M

]
[M−1 + f (y)−M−1 −M]

=
f (y)−M(

M−1 + f (y)
)(

M−1 + M
)[(M−1 + M

)(
f (y)

)2 −
(
M−1 + f (y)

)(
f (x)

)2
]
.
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Since f (y)−M < 0 and f (y) > 0, we have f (y)−M(
M−1+f (y)

)(
M−1+M

) < 0.

Also, (
M−1 + M

)(
f (y)

)2 −
(
M−1 + f (y)

)(
f (x)

)2

=M−1(f (y)
)2

+ M
(
f (y)

)2 −M−1(f (x)
)2 − f (y)

(
f (x)

)2

=M−1
[(

f (y)
)2 −

(
f (x)

)2
]

+ f (y)
[
Mf (y)−

(
f (x)

)2
]
< 0,

since f (y) < M ≤ f (x) leads to
(
f (y)

)2 −
(
f (x)

)2
< 0 and to

Mf (y)−
(
f (x)

)2
< M.M −

(
f (x)

)2 ≤ 0.

Therefore,

f (y)−M(
M−1 + f (y)

)(
M−1 + M

)[(M−1 + M
)(

f (y)
)2 −

(
M−1 + f (y)

)(
f (x)

)2
]

=FM(x , y) > 0.
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Case 3: f (x) < M and f (y) ≥ M. In this case, we have

fM(x) = M−1 + min{f (x),M} = M−1 + f (x)

and

fM(y) = M−1 + min{f (y),M} = M−1 + M.

Then we get

FM(x , y) =
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
[ (f (y)

)2

M−1 + M
−

(
f (x)

)2

M−1 + f (x)

]
[M−1 + M −M−1 − f (x)]

=
M − f (x)(

M−1 + M
)(

M−1 + f (x)
)[(M−1 + f (x)

)(
f (y)

)2 −
(
M−1 + M

)(
f (x)

)2
]
.
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Since M − f (x) > 0 and f (x) > 0, we have M−f (x)(
M−1+M

)(
M−1+f (x)

) > 0.

Also, (
M−1 + f (x)

)(
f (y)

)2 −
(
M−1 + M

)(
f (x)

)2

=M−1(f (y)
)2

+ f (x)
(
f (y)

)2 −M−1(f (x)
)2 −M

(
f (x)

)2

=M−1
[(

f (y)
)2 −

(
f (x)

)2
]

+ f (x)
[(

f (y)
)2 −Mf (x)

]
> 0,

since f (x) < M ≤ f (y) leads to
(
f (y)

)2 −
(
f (x)

)2
> 0 and to(

f (y)
)2 −Mf (x) >

(
f (y)

)2 −MM ≥ 0.

Therefore,

M − f (x)(
M−1 + M

)(
M−1 + f (x)

)[(M−1 + f (x)
)(

f (y)
)2 −

(
M−1 + M

)(
f (x)

)2
]

=FM(x , y) > 0.
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Case 4: f (x) < M and f (y) < M. In this case, we have

fM(x) = M−1 + min{f (x),M} = M−1 + f (x)

and

fM(y) = M−1 + min{f (y),M} = M−1 + f (y).

Then, we have

FM(x , y) =
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
[ (

f (y)
)2

M−1 + f (y)
−

(
f (x)

)2

M−1 + f (x)

]
[M−1 + f (y)−M−1 − f (x)]

=
f (y)− f (x)(

M−1 + f (y)
)(

M−1 + f (x)
)[(M−1 + f (x)

)(
f (y)

)2 −
(
M−1 + f (y)

)(
f (x)

)2
]
.
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Then, FM(x , y) is equal to

f (y)− f (x)(
M−1 + f (y)

)(
M−1 + f (x)

)[(M−1 + f (x)
)(

f (y)
)2 −

(
M−1 + f (y)

)(
f (x)

)2
]

=
[f (y)− f (x)]

[
M−1

(
f (y)

)2
+ f (x)

(
f (y)

)2 −M−1
(
f (x)

)2 − f (y)
(
f (x)

)2
]

(
M−1 + f (y)

)(
M−1 + f (x)

)
=

[f (y)− f (x)]
[
M−1

[(
f (y)

)2 −
(
f (x)

)2]
+ f (x)f (y)[f (y)− f (x)]

]
(
M−1 + f (y)

)(
M−1 + f (x)

)
=

[f (y)− f (x)]
[
M−1[f (y) + f (x)][f (y)− f (x)] + f (x)f (y)[f (y)− f (x)]

]
(
M−1 + f (y)

)(
M−1 + f (x)

)
=

[f (y)− f (x)]2
[
M−1[f (y) + f (x)] + f (x)f (y)

]
(
M−1 + f (y)

)(
M−1 + f (x)

) ≥ 0.

Therefore, we have FM(x , y) ≥ 0, ∀(x , y) ∈ E2, ∀M ∈ N.
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We know that

− < f 2

fM
,LfM >π=−

∑
x∈E

π(x)
( f 2

fM

)
(x)(LfM)(x)

=−
∑
x∈E

π(x)

(
f (x)

)2

fM(x)

∑
y∈E

L(x , y)[fM(y)− fM(x)]

=−
∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)]

=− 1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)]

−1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)].
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Interchanging the variables in the second double summation, we get

− < f 2

fM
,LfM >π=− 1

2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)]

−1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)]

=− 1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)]

−1
2

∑
y∈E

∑
x∈E

π(y)L(y , x)

(
f (y)

)2

fM(y)
[fM(x)− fM(y)].
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Since π is reversible, π(x)L(x , y) = π(y)L(y , x)∀x , y ∈ E , and

− < f 2

fM
,LfM >π=− 1

2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (x)

)2

fM(x)
[fM(y)− fM(x)]

−1
2

∑
y∈E

∑
x∈E

π(y)L(y , x)

(
f (y)

)2

fM(y)
[fM(x)− fM(y)]

=
1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)
(
−
(
f (x)

)2

fM(x)

)
[fM(y)− fM(x)]

−1
2

∑
y∈E

∑
x∈E

π(x)L(x , y)

(
f (y)

)2

fM(y)
[fM(x)− fM(y)].
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Then, we have

− < f 2

fM
,LfM >π=

1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)
(
−
(
f (x)

)2

fM(x)

)
[fM(y)− fM(x)]

−1
2

∑
y∈E

∑
x∈E

π(x)L(x , y)

(
f (y)

)2

fM(y)
[fM(x)− fM(y)]

=
1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)
(
−
(
f (x)

)2

fM(x)

)
[fM(y)− fM(x)]

+
1
2

∑
x∈E

∑
y∈E

π(x)L(x , y)

(
f (y)

)2

fM(y)
[fM(y)− fM(x)]

=
1
2

∑
x,y∈E

π(x)L(x , y)
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)].
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This leads to

− < f 2

fM
,LfM >π=

1
2

∑
x,y∈E

π(x)L(x , y)
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
∑

x,y∈E
x 6=y

π(x)L(x , y)

2

[(f (y)
)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
∑

x,y∈E
x 6=y

µ(x , y)
[(f (y)

)2

fM(y)
−
(
f (x)

)2

fM(x)

]
[fM(y)− fM(x)]

=
∑

x,y∈E
x 6=y

µ(x , y)FM(x , y)

=
∑

(x,y)∈E2

FM(x , y)µ(x , y) =

∫
E2

FMdµ.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Since FM(x , y) ≥ 0, ∀(x , y) ∈ E2,∀M ∈ N, and we have

lim inf
M→∞

FM(x , y) = lim
M→∞

FM(x , y) = F (x , y),∀(x , y) ∈ E2,

Fatou’s Lemma gives

D(f ) =

∫
E2

Fdµ =

∫
E2

lim inf
M→∞

FMdµ

≤ lim inf
M→∞

∫
E2

FMdµ = lim inf
M→∞

− < f 2

fM
,LfM >π .
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This leads us to

D(f ) ≤ lim inf
M→∞

− < f 2

fM
,LfM >π= sup

k∈N
inf

M≥k
− < f 2

fM
,LfM >π

≤ sup
k∈N
− < f 2

fM
,LfM >π≤ sup

g
− < f 2

g
,Lg >π

= sup
g
−
∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x),

leading to

D(f ) ≤ sup
g
−
∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x) = − inf

g

∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x),

where we take the supremum and the infimum over all bounded
positive functions g which are bounded below by a strictly positive
constant.
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Finally, we have

D(f ) = − inf
g

∑
x∈E

π(x)
f 2(x)

g(x)
Lg(x),

where we take the infimum over all bounded positive functions g
which are bounded below by a strictly positive constant.
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The next result is a simple consequence of this proposition.

Corollary

If π is reversible, the functional

D(f ) = D(
√

f )

defined for all densities with respect to π is convex and lower
semicontinuous.
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Since π is reversible, we have by the previous result that

D(f ) = D(
√

f ) = − inf
g

∑
x∈E

π(x)
f (x)

g(x)
(Lg)(x) = sup

g
−
∑
x∈E

π(x)
f (x)

g(x)
(Lg)(x),

where we take the supremum and the infimum over all bounded
positive functions g which are bounded below by a strictly positive
constant.
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If α ∈ [0,1] and f1, f2 are densities with respect to π, we have

D(αf1 + (1− α)f2) = sup
g
−
∑
x∈E

π(x)

(
αf1 + (1− α)f2

)
(x)

g(x)
(Lg)(x)

= sup
g

[
− α

∑
x∈E

π(x)
f1(x)

g(x)
(Lg)(x) +

(
− (1− α)

∑
x∈E

π(x)
f2(x)

g(x)
(Lg)(x)

)]
≤ sup

g
−α

∑
x∈E

π(x)
f1(x)

g(x)
(Lg)(x) + sup

g
−(1− α)

∑
x∈E

π(x)
f2(x)

g(x)
(Lg)(x)

=α sup
g
−
∑
x∈E

π(x)
f1(x)

g(x)
(Lg)(x) + (1− α) sup

g
−
∑
x∈E

π(x)
f2(x)

g(x)
(Lg)(x)

=αD(f1) + (1− α)D(f2).

Since for every f1, f2 densities with respect to π, we have

D(αf1 + (1− α)f2) ≤ αD(f1) + (1− α)D(f2),∀α ∈ [0,1],

the functional D(f ) is convex.
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Let(fn)n∈N be a sequence of densities with respect to π such that fn
converges weakly to f . Assume that D(f ) > lim infn→∞ D(fn). In this
case, choose

ε =
D(f )− lim infn→∞ D(fn)

3
> 0.

Since D(f ) = supg −
∑

x∈E π(x) f (x)
g(x) (Lg)(x) over all bounded positive

functions g which are bounded below by a strictly positive constant,
there exists g0 such that g0 is a bounded positive function, is bounded
below by a strictly positive constant and

D(f ) < −
∑
x∈E

π(x)
f (x)

g0(x)
(Lg0)(x) + ε.
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Since fn converges weakly to f , there is n0 ∈ N such that

−
∑
x∈E

π(x)
f (x)

g0(x)
(Lg0)(x) < −

∑
x∈E

π(x)
fn(x)

g0(x)
(Lg0)(x) + ε,∀n > n0,

which is the same as

−
∑
x∈E

π(x)
f (x)

g0(x)
(Lg0)(x) + ε < −

∑
x∈E

π(x)
fn(x)

g0(x)
(Lg0)(x) + 2ε,∀n > n0,

and leads to

D(f ) < −
∑
x∈E

π(x)
fn(x)

g0(x)
(Lg0)(x) + 2ε, ∀n > n0.
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Taking the supremum over all bounded positive functions g which are
bounded below by a strictly positive constant, we get

D(f ) ≤ sup
g

[
−
∑
x∈E

π(x)
fn(x)

g(x)
(Lg)(x) + 2ε

]
=2ε+ sup

g
−
∑
x∈E

π(x)
fn(x)

g(x)
(Lg)(x) = 2ε+ D(fn),∀n > n0.

Taking the lim inf above, we get

D(f ) ≤ 2ε+ lim inf
n→∞

D(fn) = 2ε+ D(f )− 3ε = D(f )− ε < D(f ).

Therefore, the assumption that D(f ) > lim infn→∞ D(fn) is false and
we have

D(f ) ≤ lim inf
n→∞

D(fn).

Since D(f ) ≤ lim infn→∞ D(fn) for every sequence (fn)n∈N of densities
with respect to π such that fn converges weakly to f , the functional
D(f ) is lower semicontinuous.
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We conclude the Appendix 1 with a maximal inequality for reversible
Markov processes. We assume throughout this section that Xt is a
reversible Markov process with respect to some invariant state π.

Theorem
Fix g : E → R. For each T > 0 and A > 0, we have that

Pπ
[

sup
0≤t≤T

|g(Xt )| ≥ A
]
≤ e

A

√
< g,g >π +TD(g). (4)
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Fix g : E → R, T > 0 and A > 0. Denote the subset
G := {x ∈ E : |g(x)| ≥ A} by G and the hitting time of G by τ , i.e.,
τ = inf{t ≥ 0,Xt ∈ G}. Denote E(G∞) for the set of functions
f : E → R such that f ∈ L2(π) and f (x) = 1,∀x ∈ G.
Let λ > 0 and define the function φλ : E → R by

φλ(x) := φ(λ, x) = Ex [e−λτ ] ≤ Ex [e−0] = 1,∀x ∈ R.
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This leads to∑
x∈E

(
φλ(x)

)2
π(x) ≤

∑
x∈E

(
1
)2
π(x) =

∑
x∈E

π(x) = 1 <∞,

and φλ ∈ L2(π).
Since τ ≥ 0, for x ∈ G, we have

Px (τ = 0) = P(τ = 0|X0 = x) = P(inf{t ≥ 0,Xt ∈ G} = 0|X0 = x ∈ G) = 1,

which leads to Px (τ > 0) = 0.
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Then, we get

0 ≤ Ex [e−λτ1{τ>0}] ≤ Ex [e−λ0
1{τ>0}] = Ex [1{τ>0}] = Px (τ > 0) = 0,

which leads to Ex [e−λτ1{τ>0}] = 0 and to

φλ(x) =Ex [e−λτ ] = Ex [e−λτ1{τ=0}] + Ex [e−λτ1{τ>0}]

=Ex [e−λ0
1{τ=0}] + Ex [e−λτ1{τ>0}]

=Ex [1{τ=0}] + 0 = Px (τ = 0) + 0 = 1 + 0 = 1.

Therefore,
φλ(x) = 1,∀x ∈ G. (5)

and φλ ∈ E(G∞).
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Now let us consider the case x not in G. Let t > 0. We will
decompose the chain according to the first site visited. If T1 is the
instant when the chain changes from the initial state to the first state
and ξ1 is the first state, we have

Ex [1{T1≤t}e−λτ1{ξ1 = y}]

=

∫ t

0
P(ξ1 = y , s ≤ T1 ≤ s + ds|ξ0 = x)Ex [e−λτ |ξ1 = y ]ds

=

∫ t

0
P(ξ1 = y , s ≤ T1 ≤ s + ds|ξ0 = x ,T0 = 0)Ex [e−λτ |ξ1 = y ]ds

=

∫ t

0
P(ξ1 = y , s ≤ T1 ≤ s + ds|ξ0 = x ,T0 = 0)Ex [e−λse−λ(τ−s)|ξ1 = y ]ds

=

∫ t

0
P(ξ1 = y , s ≤ T1 ≤ s + ds|ξ0 = x ,T0 = 0)e−λsEx [e−λ(τ−s)|ξ1 = y ]ds.
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This leads to

Ex [1{T1≤t}e−λτ1{ξ1 = y}]

=

∫ t

0
P(ξ1 = y , s ≤ T1 ≤ s + ds|ξ0 = x ,T0 = 0)e−λsEx [e−λ(τ−s)|ξ1 = y ]ds

=

∫ t

0
P(ξ1 = y , s ≤ T1 ≤ s + ds|ξ0 = x ,T0 = 0)e−λsEy [e−λτ ]ds

=

∫ t

0
p(x , y)λ(x)e−λ(x)(s−0)

1{s>0}e−λsEy [e−λτ ]ds

=

∫ t

0
p(x , y)λ(x)e−λ(x)se−λsEy [e−λτ ]ds
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With Fubini’s Theorem, we get

Ex [1{T1≤t}e−λτ ]

=
∑
y∈E

Ex [1{T1≤t}e−λτ1{ξ1 = y}]

∑
y∈E

∫ t

0
p(x , y)λ(x)e−λ(x)se−λsEy [e−λτ ]ds

=

∫ t

0

[∑
y∈E

p(x , y)λ(x)e{−λ(x)−λ}sEy [e−λτ ]
]
ds.
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Then, we have

Ex [1{T1≤t}e−λτ ] =

∫ t

0

[∑
y∈E

p(x , y)λ(x)e{−λ(x)−λ}sφλ(y)
]
ds. (6)

Since 0 ≤ e−λτ ≤ 1 and {T0 ≤ t} = {0 ≤ t} has probability one, the
Markov property gives that

Ex [1{T1>t}e−λ(τ−t)] =Ex [1{T1>t}e−λ(τ−t)|(X0 = x ,T0 = 0)]

=e−λ(x)(t − 0)Ex [e−λτ ] = e−λ(x)tφλ(x),

which leads to

Ex [1{T1>t}e−λτ ] =Ex [1{T1>t}e−λ(τ−t)e−λt ]

=e−λtEx [1{T1>t}e−λ(τ−t)]

=e−λte−λ(x)tφλ(x),

and we have

Ex [1{T1>t}e−λτ ] = e{−λ(x)−λ}tφλ(x). (7)
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Equations (6) and (7) give

φλ(x) =Ex [e−λτ ]

=Ex [1{T1≤t}e−λτ ] + Ex [1{T1>t}e−λτ ]

=

∫ t

0

[∑
y∈E

p(x , y)λ(x)e{−λ(x)−λ}sφλ(y)
]
ds + e{−λ(x)−λ}tφλ(x),

which is the same as∫ t

0

[∑
y∈E

p(x , y)λ(x)e{−λ(x)−λ}sφλ(y)
]
ds

+(e{−λ(x)−λ}t − 1)φλ(x) = 0,∀t > 0.
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Differentiating with respect to t , we get∑
y∈E

p(x , y)λ(x)e{−λ(x)−λ}tφλ(y)− (λ(x) + λ)e{−λ(x)−λ}tφλ(x) = 0,∀t > 0.

Making t → 0+, we get∑
y∈E

p(x , y)λ(x)φλ(y)− (λ(x) + λ)φλ(x) = 0.
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This is the same as

λφλ(x) =− λ(x)φλ(x) · 1 +
∑
y∈E

p(x , y)λ(x)φλ(y)

=− λ(x)φλ(x)
∑
y∈E

p(x , y) +
∑
y∈E

p(x , y)λ(x)φλ(y)

=
∑
y∈E

p(x , y)λ(x)[φλ(y)− φλ(x)]

=
∑
y∈E
y 6=x

p(x , y)λ(x)[φλ(y)− φλ(x)]

=
∑
y∈E
y 6=x

L(x , y)[φλ(y)− φλ(x)]

=
∑
y∈E

L(x , y)[φλ(y)− φλ(x)].
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Therefore, we have

(Lφλ)(x) = λφλ(x),∀x ∈ GC . (8)

We are interested in finding out how many functions h ∈ E(G∞)
satisfy

(Lh)(x) = λh(x),∀x /∈ G. (9)
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Assume that h1,h2 ∈ E(G∞) satisfy (9). Let h3 : E → R be such that
h3(x) = h1(x)− h2(x), ∀x ∈ E . Then

h3(x) = h1(x)− h2(x) = 1− 1 = 0,∀x ∈ G.

In particular, we have

(Lh3)(x)h3(x)π(x) = λh3(x)h3(x)π(x), ∀x ∈ G.
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We also have

(Lh3)(x) =
∑
y∈E

L(x , y)[h3(y)− h3(x)]

=
∑
y∈E

L(x , y)
[(

h1(y)− h2(y)
)
−
(
h1(x)− h2(x)

)]
=
∑
y∈E

L(x , y)[h1(y)− h1(x)]−
∑
y∈E

L(x , y)[h2(y)− h2(x)]

=(Lh1)(x)− (Lh2)(x) = λh1(x)− λh2(x)

=λ
(
h1(x)− h2(x)

)
= λh3(x),∀x /∈ G.

This leads to

(Lh3)(x)h3(x)π(x) = λh3(x)h3(x)π(x), ∀x /∈ G

and to

(Lh3)(x)h3(x)π(x) = λh3(x)h3(x)π(x), ∀x ∈ E .
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Then we have

−D(h3) = < Lh3,h3 >π=
∑
x∈E

(Lh3)(x)h3(x)π(x)

=
∑
x∈E

λh3(x)h3(x)π(x) = λ
∑
x∈E

h3(x)h3(x)π(x) = λ < h3,h3 >π≥ 0.

Since −D(h3) ≤ 0, we have that λ < h3,h3 >π= 0, which means that
h3(x) = 0, ∀x ∈ E , which is the same as h1(x) = h2(x), ∀x ∈ E .
Then, if h1,h2 satisfy (9), h1 = h2. This means that there is at most
one function h ∈ E(G∞) that satisfies (9). By (5) and (8), we have that
φλ satisfies (9). Therefore, φλ is the unique function on E(G∞) which
satisfies (9).
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By definition of the stopping time τ , the events {sup0≤t≤T |g(Xt )| ≥ A}
and {τ ≤ T} are the same, which leads to

Pπ( sup
0≤t≤T

|g(Xt )| ≥ A) = Pπ(τ ≤ T ).

We have

Px (τ ≤ T ) =Ex [1{τ≤T}] ≤ Ex [eλ(T−τ)
1{τ≤T}]

≤Ex [eλ(T−τ)] = eλT Ex [e−λτ ] = eλTφλ(x).

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Schwartz’s inequality leads to

Pπ( sup
0≤t≤T

|g(Xt )| ≥ A) =Pπ(τ ≤ T ) =
∑
x∈E

π(x)Px (τ ≤ T )

≤
∑
x∈E

π(x)eλTφλ(x) = eλT
∑
x∈E

π(x)φλ(x)

=eλT Eπ[φλ] ≤ eλT
√

Eπ[φ2
λ]

=eλT
√∑

x∈E

π(x)φ2
λ(x).
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Since the Dirichlet form is non-negative, it holds∑
x∈E

π(x)φ2
λ(x) ≤

∑
x∈E

π(x)φ2
λ(x) +

1
λ
D(φλ). (10)

Define the functional Jλ(f ) by

Jλ(f ) =
∑
x∈E

π(x)f 2(x) +
1
λ
D(f ), (11)

among all functions f ∈ E(G∞).
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Then, we have

Pπ( sup
0≤t≤T

|g(Xt )| ≥ A) ≤eλT
√∑

x∈E

π(x)φ2
λ(x)

≤eλT

√∑
x∈E

π(x)φ2
λ(x) +

1
λ
D(φλ)

=eλT
√

Jλ(φλ).

Let h : E → R be such that

h(x) = A−1 min{|g(x)|,A} ≤ A−1 · A = 1,∀x ∈ E .

Since |g(x)| ≥ A,∀x ∈ G, we get

h(x) = A−1 min{|g(x)|,A} = A−1A = 1,∀x ∈ G.
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Then h ∈ E(G∞) and we have

Jλ(h) =
∑
x∈E

π(x)h2(x) +
1
λ
D(h)

=
∑
x∈E

π(x)
(
A−1 min{|g(x)|,A}

)2
+

1
λ
D(A−1 min{|g|,A})

=
∑
x∈E

A−2π(x)
(

min{|g(x)|,A}
)2

+ A−2 1
λ
D(min{|g|,A})

≤
∑
x∈E

A−2π(x)g2(x) + A−2 1
λ
D(min{|g|,A})

=A−2
[∑

x∈E

π(x)g2(x) +
1
λ
D(min{|g|,A})

]
.
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By Proposition 10 and Propositon 11, we get

Jλ(h) ≤A−2
[∑

x∈E

π(x)g2(x) +
1
λ
D(min{|g|,A})

]
≤A−2

[∑
x∈E

π(x)g2(x) +
1
λ
D(|g|)

]
≤A−2

[∑
x∈E

π(x)g2(x) +
1
λ
D(g)

]
.

We claim that

Claim
A function which minimizes the functional Jλ must satisfy (9).
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Assume that the claim holds. Since φλ is the unique function on
E(G∞) which satisfies the (9), φλ is the minimizer of Jλ. In particular,

Jλ(φλ) ≤ Jλ(h) ≤ A−2
[∑

x∈E

π(x)g2(x) +
1
λ
D(g)

]
,

which leads to

Pπ( sup
0≤t≤T

|g(Xt )| ≥ A) ≤eλT
√

Jλ(φλ)

≤eλT

√
A−2

[∑
x∈E

π(x)g2(x) +
1
λ
D(g)

]
=

eλT

A

√
< g,g >π +

1
λ
D(g).
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Since λ > 0 is arbitrary, we have

Pπ( sup
0≤t≤T

|g(Xt )| ≥ A) ≤ eλT

A

√
< g,g >π +

1
λ
D(g),∀λ > 0.

In particular, choosing λ = 1
T , we have

Pπ( sup
0≤t≤T

|g(Xt )| ≥ A) ≤eλT

A

√
< g,g >π +

1
λ
D(g)

=
e

1
T T

A

√
< g,g >π +

1
1
T

D(g)

=
e
A

√
< g,g >π +TD(g),

and the theorem is proved.
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We only need to prove the claim. We have

Jλ(f ) = < f , f >π +
1
λ
D(f )

=
∑
x∈E

π(x)f (x)f (x) +
1
λ

1
2

∑
x,y

π(x)L(x , y)[f (y)− f (x)]2

=
∑
x∈E

π(x)f 2(x) +
1

2λ

∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2.

Since Jλ is defined over the functions f : E → R such that
f (x) = 1 ∀x ∈ G, we get∑
x∈E

π(x)f 2(x) =
∑
x∈G

π(x)f 2(x) +
∑

x∈GC

π(x)f 2(x)

=
∑
x∈G

π(x)12 +
∑

x∈GC

π(x)f 2(x) = π(G) +
∑

x∈GC

π(x)f 2(x).
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Since Xt is a Markov process reversible with respect to the probability
measure π, π(x)L(x , y) = π(y)L(y , x), ∀x , y ∈ E and we have∑

x,y∈E

π(x)L(x , y)[f (y)− f (x)]2

=
∑

x,y∈G

π(x)L(x , y)[f (y)− f (x)]2 +
∑
x∈G

∑
y∈GC

π(x)L(x , y)[f (y)− f (x)]2

+
∑

x∈GC

∑
y∈G

π(x)L(x , y)[f (y)− f (x)]2 +
∑

x,y∈GC

π(x)L(x , y)[f (y)− f (x)]2

=
∑

x,y∈G

π(x)L(x , y)[1− 1]2 +
∑
x∈G

∑
y∈GC

π(y)L(y , x)[f (y)− f (x)]2

+
∑

x∈GC

∑
y∈G

π(x)L(x , y)[f (y)− f (x)]2 +
∑

x,y∈GC

π(x)L(x , y)[f (y)− f (x)]2.
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Interchanging x and y in the second summation,∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2

=
∑

x,y∈G

π(x)L(x , y)02 +
∑
y∈G

∑
x∈GC

π(x)L(x , y)[f (x)− f (y)]2

+
∑

x∈GC

∑
y∈G

π(x)L(x , y)[f (y)− f (x)]2 +
∑

x,y∈GC

π(x)L(x , y)[f (y)− f (x)]2

=0 + 2
∑

x∈GC

∑
y∈G

π(x)L(x , y)[f (x)− f (y)]2 +
∑

x,y∈GC

π(x)L(x , y)[f (y)− f (x)]2

=2
∑

x∈GC

∑
y∈G

π(x)L(x , y)[f (x)− 1]2 +
∑

x,y∈GC

π(x)L(x , y)[f (y)− f (x)]2

=2
∑

x∈GC

π(x)[f (x)− 1]2
∑
y∈G

L(x , y) +
∑

x,y∈GC

y 6=x

π(x)L(x , y)[f (y)− f (x)]2.
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Define q : GC → R by

q(x) =
∑
y∈G

L(x , y) ≥ 0,∀x ∈ GC .

Then∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2

=2
∑

x∈GC

π(x)[f (x)− 1]2
∑
y∈G

L(x , y) +
∑

x,y∈GC

y 6=x

π(x)L(x , y)[f (y)− f (x)]2

=2
∑

x∈GC

π(x)[f (x)− 1]2q(x) +
∑

x,y∈GC

y 6=x

π(x)L(x , y)[f (y)− f (x)]2.

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

This leads to

Jλ(f ) =
∑
x∈E

π(x)f 2(x) +
1

2λ

∑
x,y∈E

π(x)L(x , y)[f (y)− f (x)]2

=π(G) +
∑

x∈GC

π(x)f 2(x) +
1
λ

∑
x∈GC

π(x)[f (x)− 1]2q(x)

+
1

2λ

∑
x,y∈GC

y 6=x

π(x)L(x , y)[f (y)− f (x)]2.

There are two possibilities: GC is finite (case 1) or GC is not finite
(case 2).
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Case 1: GC is finite. In this case, we can write GC = {x1, . . . , xN},
with N = |GC |. For every f : E → R such that f (x) = 1, ∀x ∈ G,
denote yi = f (xi ), ∀i = 1, . . . ,N. We also denote πi := π(xi ) > 0,
∀i = 1, . . . ,N, qi := q(xi ), ∀i = 1, . . . ,N and L(i , j) := L(xi , xj ),
∀i , j = 1, . . . ,N. Then, we have

Jλ(f ) =π(G) +
∑

x∈GC

π(x)f 2(x) +
1
λ

∑
x∈GC

π(x)[f (x)− 1]2q(x)

+
1

2λ

∑
x,y∈GC

y 6=x

π(x)L(x , y)[f (y)− f (x)]2

=π(G) +
N∑

i=1

π(xi )f 2(xi ) +
1
λ

N∑
i=1

π(xi )[f (xi )− 1]2q(xi )

+
1

2λ

N∑
i,j=1
j 6=i

π(xi )L(xi , xj )[f (xj )− f (xi )]2.
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Since π(xj )L(xj , xi ) = π(xi )L(xi , xj ),∀i , j ∈ {1, . . . ,N},

Jλ(f ) =π(G) +
N∑

i=1

π(xi )f 2(xi ) +
1
λ

N∑
i=1

π(xi )[f (xi )− 1]2q(xi )

+
1

2λ

N∑
i,j=1
j<i

[
π(xi )L(xi , xj )[f (xj )− f (xi )]2 + π(xj )L(xj , xi )[f (xi )− f (xj )]2

]

=π(G) +
N∑

i=1

π(xi )f 2(xi ) +
1
λ

N∑
i=1

π(xi )[f (xi )− 1]2q(xi )

+
1

2λ

N∑
i,j=1
j<i

[
π(xi )L(xi , xj )[f (xj )− f (xi )]2 + π(xi )L(xi , xj )[f (xi )− f (xj )]2

]

=π(G) +
N∑

i=1

πiy2
i +

1
λ

N∑
i=1

πi [yi − 1]2qi +
1
λ

N∑
i,j=1
j<i

πiL(i , j)[yi − yj ]
2.
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Then, we have

Jλ(f ) = Φ(y1, . . . , yN) = Φ(f (x1), . . . , f (xN)),

where we define Φ : RN → R by

Φ(y1, . . . , yN)

=π(G) +
N∑

i=1

πiy2
i +

1
λ

N∑
i=1

πi [yi − 1]2qi +
1
λ

N∑
i,j=1
j<i

πiL(i , j)[yi − yj ]
2.
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We observe that x 7→ x2, x 7→ (x − 1)2 and (x , y) 7→ (x − y)2 are
convex functions in R, R and R2, respectively.
Since πi ≥ 0,∀i = 1, . . . ,N, qi ≥ 0,∀i = 1, . . . ,N,
L(i , j) ≥ 0,∀i 6= j ∈ 1, . . . ,N ,λ > 0 and a finite linear combination
(with non-negative coefficients) convex functions is convex, we have
that Φ is convex in RN . Then Φ assumes its minimum where its
gradient vanishes.
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For every i = 1, . . . ,N we have

∂Φ

∂yi
(y1, . . . , yN) =2πiyi +

2πi [yi − 1]qi

λ
+

1
λ

N∑
j=1
j 6=i

πiL(i , j)2[yi − yj ]

=2πi

(
yi +

1
λ

[y1 − 1]qi +
1
λ

N∑
j=1
j 6=i

L(i , j)[yi − yj ]
)
.
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This leads to
∂Φ

∂yi
(f (x1), . . . , f (xN))

=2πi

(
f (xi ) +

1
λ

[f (xi )− 1]q(xi ) +
1
λ

N∑
j=1
j 6=i

L(xi , xj )[f (xi )− f (xj )]
)

=2πi

(
f (xi ) +

1
λ

[f (xi )− 1]
∑
y∈G

L(xi , y) +
1
λ

∑
y∈GC

y 6=xi

L(xi , y)[f (xi )− f (y)]
)

=2πi

(
f (xi ) +

1
λ

∑
y∈G

L(xi , y)[f (xi )− 1] +
1
λ

∑
y∈GC

y 6=xi

L(xi , y)[f (xi )− f (y)]
)

=2πi

(
f (xi ) +

1
λ

∑
y∈G

L(xi , y)[f (xi )− f (y)] +
1
λ

∑
y∈GC

y 6=xi

L(xi , y)[f (xi )− f (y)]
)
.
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Then, we have
∂Φ

∂yi
(f (x1), . . . , f (xN))

=2πi

(
f (xi ) +

1
λ

∑
y∈G

L(xi , y)[f (xi )− f (y)] +
1
λ

∑
y∈GC

y 6=xi

L(xi , y)[f (xi )− f (y)]
)

=2πi

(
f (xi ) +

1
λ

∑
y∈E
y 6=xi

L(xi , y)[f (xi )− f (y)]
)

=2πi

(
f (xi ) +

1
λ

∑
y∈E

L(xi , y)[f (xi )− f (y)]
)

=2πi

(
f (xi )−

1
λ

∑
y∈E

L(xi , y)[f (y)− f (xi )]
)

=2πi
(
f (xi )−

1
λ

(Lf )(xi )
)
,∀i = 1, . . . ,N.
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Since πi > 0, ∀i = 1, . . . ,N, we have that ∂Φ
∂yi

(f (x1), . . . , f (xN)) = 0 if
and only if (Lf )(xi ) = λf (xi ). Since Φ attains its mininum where its
gradient vanish and Jλ(f ) = Φ(f (x1), . . . , f (xN)), we have that a
function f which minimizes the functional Jλ must be such that
(Lf )(x) = λf (x), ∀x ∈ GC and therefore satisfies (9).
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Case 2: GC is not finite.
Since GC is countable, we can write GC = {x1, x2, . . .}. For every
k ∈ N, denote Gk := {x1, . . . , xk} and E(Gk ) for the set of functions
f ∈ E(G∞) that are constant on GC −Gk . Then (Gk )k≥1 is an
increasing sequence of finite subsets of GC whose union is equal to
GC and E(Gk ) ⊂ E(Gk+1),∀k ∈ N. Observe that

0 ≤
∑
y∈G

L(x , y) = q(x) ≤
∑
y∈E
y 6=x

L(x , y) = λ(x) ≤ λ̄,∀x ∈ GC .
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Since E(Gk ) ⊂ E(Gk+1) ⊂ E(G∞),∀k ∈ N, we have

inf
f∈E(Gk )

Jλ(f ) ≥ inf
f∈E(G∞)

Jλ(f ),∀k ∈ N,

which leads to

lim
k→∞

inf
f∈E(Gk )

Jλ(f ) ≥ inf
f∈E(G∞)

Jλ(f ).

Suppose that inf f∈E(G∞) Jλ(f ) < limk→∞ inf f∈E(Gk ) Jλ(f ). Then there
exists f∞ ∈ E(G∞) such that

inf
f∈E(G∞)

Jλ(f ) < Jλ(f∞) < lim
k→∞

inf
f∈E(Gk )

Jλ(f ).
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From the definition of q, we have that

0 ≤ q(x) =
∑
y∈G

L(x , y) ≤
∑
y∈E
y 6=x

L(x , y) = λ(x) ≤ λ̄,∀x ∈ GC .

For every k ∈ N, define fk : E → R by

fk (x) =


f∞(x) = 1, if x ∈ G;

f∞(x), if x ∈ Gk ;

0, if x ∈ GC −Gk .
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Since fk (x) = 1,∀x ∈ G,∀k ∈ N and |fk (x)| ≤ |f∞(x)|,∀x ∈ E ,∀k ∈ N,
fk (x) ∈ E(G∞), ∀k ∈ N. Moreover, since fk (x) = 0,∀x ∈ GC −Gk , we
have fk ∈ E(Gk ),∀k ∈ N. Also, for every k ∈ N, we have

Jλ(f∞)− Jλ(fk ) = π(G) +
∑

x∈GC

π(x)f 2
∞(x) +

1
λ

∑
x∈GC

π(x)[f∞(x)− 1]2q(x)

+
1

2λ

∑
x,y∈GC

y 6=x

π(x)L(x , y)[f∞(y)− f∞(x)]2

−π(G)−
∑

x∈GC

π(x)f 2
k (x)− 1

λ

∑
x∈GC

π(x)[fk (x)− 1]2q(x)

− 1
2λ

∑
x,y∈GC

y 6=x

π(x)L(x , y)[fk (y)− fk (x)]2
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Then, Jλ(f∞)− Jλ(fk ) is equal to∑
x∈GC−Gk

π(x)f 2
∞(x) +

1
λ

∑
x∈GC−Gk

π(x)
[
[f∞(x)− 1]2 − 1

]
q(x)

+
1

2λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)
[
[f∞(y)− f∞(x)]2 − f 2

∞(x)
]

+
1

2λ

∑
x∈GC−Gk

∑
y∈Gk

π(x)L(x , y)
[
[f∞(y)− f∞(x)]2 − f 2

∞(y)
]

+
1

2λ

∑
x,y∈GC−Gk

y 6=x

π(x)L(x , y)[f∞(y)− f∞(x)]2.
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This leads to

|Jλ(f∞)− Jλ(fk )|

≤
∑

x∈GC−Gk

π(x)f 2
∞(x) +

1
λ

∑
x∈GC−Gk

π(x)
[
[f∞(x)− 1]2 + 1

]
q(x)

+
1

2λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)
[
[f∞(y)− f∞(x)]2 + f 2

∞(x)
]

+
1

2λ

∑
x∈GC−Gk

∑
y∈Gk

π(x)L(x , y)
[
[f∞(y)− f∞(x)]2 + f 2

∞(y)
]

+
1

2λ

∑
x,y∈GC−Gk

y 6=x

π(x)L(x , y)[f∞(y)− f∞(x)]2.
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Since q(x) ≤ λ̄ ∀x ∈ GC , we get

|Jλ(f∞)− Jλ(fk )|

≤
∑

x∈GC−Gk

π(x)f 2
∞(x) +

1
λ

∑
x∈GC−Gk

π(x)
[
[f∞(x)− 1]2 + 1

]
λ̄

+
1

2λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)
[
[f∞(y)− f∞(x)]2 + f 2

∞(x)
]

+
1

2λ

∑
y∈GC−Gk

∑
x∈Gk

π(y)L(y , x)
[
[f∞(x)− f∞(y)]2 + f 2

∞(x)
]

+
1
λ

∑
x,y∈GC−Gk

y 6=x

π(x)L(x , y)[f∞(y)− f∞(x)]2.
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Since π(x)L(x , y) = π(y)L(y , x),∀x , y ∈ E , we get

|Jλ(f∞)− Jλ(fk )|

≤
∑

x∈GC−Gk

π(x)f 2
∞(x) +

λ̄

λ

∑
x∈GC−Gk

π(x)
[
[f∞(x)− 1]2 + 1

]
+

1
λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)
[
[f∞(y)− f∞(x)]2 + f 2

∞(x)
]

+
1
λ

∑
x,y∈GC−Gk

y 6=x

π(x)L(x , y)[f∞(y)− f∞(x)]2.
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Then, |Jλ(f∞)− Jλ(fk )| is smaller or equal to

∑
x∈GC−Gk

π(x)f 2
∞(x) +

λ̄

λ

∑
x∈GC−Gk

π(x)
[
[f∞(x)− 1]2 + 1

]
+

1
λ

{ ∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)[f∞(y)− f∞(x)]2

+
∑

x,y∈GC−Gk

π(x)L(x , y)[f∞(y)− f∞(x)]2
}

+
1
λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)f 2
∞(x).
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Since f∞ ∈ L2(π), we have

lim
k→∞

∑
x∈Gk

π(x)f 2
∞(x) =

∑
x∈GC

π(x)f 2
∞(x) ≤

∑
x∈E

π(x)f 2
∞(x) = Eπ[f 2

∞] <∞,

which leads to

lim
k→∞

∑
x∈GC−Gk

π(x)f 2
∞(x) =

∑
x∈GC

π(x)f 2
∞(x)− lim

k→∞

∑
x∈Gk

π(x)f 2
∞(x) = 0.
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We also have that

lim
k→∞

∑
x∈Gk

π(x)
[
f∞(x)− 1]2 + 1

]
=
∑

x∈GC

π(x)
[
f∞(x)− 1]2 + 1

]
≤
∑
x∈E

π(x)
[
f∞(x)− 1]2 + 1

]
≤
∑
x∈E

π(x)
[
[2f 2
∞(x) + 2] + 1

]
=3
∑
x∈E

π(x) + 2
∑
x∈E

π(x)f 2
∞(x) = 3 + 2

∑
x∈E

π(x)f 2
∞(x) <∞,

which leads to

lim
k→∞

∑
x∈GC−Gk

π(x)
[
f∞(x)− 1]2 + 1

]
= 0.
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We know that

lim
k→∞

∑
x,y∈Gk

π(x)L(x , y)[f∞(y)− f∞(x)]2

=
∑

x,y∈GC

π(x)L(x , y)[f∞(y)− f∞(x)]2

≤
∑

x,y∈E

π(x)L(x , y)[f∞(y)− f∞(x)]2 = D(f∞) <∞.
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Then, we have

0 ≤ lim
k→∞

{ ∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)[f∞(y)− f∞(x)]2

+
∑

x,y∈GC−Gk

π(x)L(x , y)[f∞(y)− f∞(x)]2
}

≤ lim
k→∞

{ ∑
x,y∈GC

π(x)L(x , y)[f∞(y)− f∞(x)]2

−
∑

x,y∈Gk

π(x)L(x , y)[f∞(y)− f∞(x)]2
}

= 0.
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We know that

lim
k→∞

∑
x,y∈Gk

x 6=y

π(x)L(x , y)f 2
∞(x)

=
∑

x,y∈GC

x 6=y

π(x)L(x , y)f 2
∞(x)

≤
∑

x,y∈E
x 6=y

π(x)L(x , y)f 2
∞(x) =

∑
x∈E

π(x)f 2
∞(x)

∑
y∈E
y 6=x

L(x , y)

=
∑
x∈E

π(x)f 2
∞(x)λ(x) ≤

∑
x∈E

π(x)f 2
∞(x)λ̄ <∞.
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Then, we have∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)f 2
∞(x) ≤

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)f 2
∞(x)

+
∑

x∈GC−Gk

∑
y∈Gk

π(x)L(x , y)f 2
∞(x) +

∑
x,y∈GC−Gk

x 6=y

π(x)L(x , y)f 2
∞(x)

=
∑

x,y∈GC

x 6=y

π(x)L(x , y)f 2
∞(x)−

∑
x,y∈Gk

x 6=y

π(x)L(x , y)f 2
∞(x),

which leads to

lim
k→∞

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)f 2
∞(x)

≤ lim
k→∞

[ ∑
x,y∈GC

x 6=y

π(x)L(x , y)f 2
∞(x)−

∑
x,y∈Gk

x 6=y

π(x)L(x , y)f 2
∞(x)

]
= 0.
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Finally, we get

lim
k→∞

[Jλ(f∞)− Jλ(fk )] = lim
k→∞

|Jλ(f∞)− Jλ(fk )| = 0,

which is the same as

Jλ(f∞) = lim
k→∞

Jλ(fk ) ≥ lim
k→∞

inf
f∈E(Gk )

Jλ(f ),

which is a contradiction with

inf
f∈E(G∞)

Jλ(f ) < Jλ(f∞) < lim
k→∞

inf
f∈E(Gk )

Jλ(f ).

Therefore, we have

lim
k→∞

inf
f∈E(Gk )

Jλ(f ) = inf
f∈E(G∞)

Jλ(f ).
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Let x̄ ∈ GC . Since GC = {x1, x2, . . . , }, there exists m ∈ N such that
xm = x̄ . Choose k ≥ m ∈ N. Let f ∈ E(Gk ). Then there exists y0 ∈ R
such that f (x) = y0,∀x ∈ GC −Gk . Denote yj := f (xj ),∀1 ≤ j ≤ k .
Therefore

Jλ(f ) =π(G) +
∑

x∈GC

π(x)f 2(x) +
1
λ

∑
x∈GC

π(x)[f (x)− 1]2q(x)

+
1

2λ

∑
x,y∈GC

y 6=x

π(x)L(x , y)[f (y)− f (x)]2.
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Then, we get

Jλ(f ) =π(G) +
∑

x∈Gk

π(x)f 2(x) +
∑

x∈GC−Gk

π(x)f 2(x)

+
1
λ

∑
x∈Gk

π(x)[f (x)− 1]2q(x) +
1
λ

∑
x∈GC−Gk

π(x)[f (x)− 1]2q(x)

+
1

2λ

∑
x,y∈Gk

y 6=x

π(x)L(x , y)[f (y)− f (x)]2

+
1

2λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)[f (y)− f (x)]2

+
1

2λ

∑
x∈GC−Gk

∑
y∈Gk

π(x)L(x , y)[f (y)− f (x)]2

+
1

2λ

∑
x,y∈GC−Gk

y 6=x

π(x)L(x , y)[f (y)− f (x)]2.
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Then, we have

Jλ(f ) =π(G) +
k∑

i=1

π(xi )y2
i + y2

0

∑
x∈GC−Gk

π(x) +
1
λ

k∑
i=1

π(xi )[yi − 1]2q(xi )

+
[y0 − 1]2

λ

∑
x∈GC−Gk

π(x)q(x) +
1

2λ

∑
i,j=1
j 6=i

k
π(x)L(xi , xj )[yj − yi ]

2

+
1

2λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)[f (y)− f (x)]2

+
1

2λ

∑
x∈Gk

∑
y∈GC−Gk

π(x)L(x , y)[f (x)− f (y)]2.
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This leads to

Jλ(f ) =π(G) +
k∑

i=1

π(xi )y2
i + y2

0π(GC −Gk ) +
1
λ

k∑
i=1

π(xi )[yi − 1]2q(xi )

+
[y0 − 1]2

λ

∑
x∈GC−Gk

π(x)q(x)

+
1

2λ

k∑
i,j=1
j<i

[
π(xi )L(xi , xj )[yj − yi ]

2 + π(xi )L(xi , xj )[yi − yi j]2
]

+
1
λ

k∑
i=1

∑
y∈GC−Gk

π(xi )L(xi , y)[y0 − yi ]
2
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Then, we get

Jλ(f ) =π(G) +
k∑

i=1

π(xi )y2
i + y2

0π(GC −Gk ) +
1
λ

k∑
i=1

π(xi )[yi − 1]2q(xi )

+
[y0 − 1]2

λ

∑
x∈GC−Gk

π(x)q(x) +
1
λ

k∑
i,j=1
j<i

π(xi )L(xi , xj )[yj − yi ]
2

+
1
λ

k∑
i=1

∑
y∈GC−Gk

π(xi )L(xi , y)[y0 − yi ]
2.
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Define Φk : Rk+1 → R by

Φk (y0, y1, . . . , yk ) = π(G) +
k∑

i=1

π(xi )y2
i + y2

0π(GC −Gk )

+
1
λ

k∑
i=1

π(xi )[yi − 1]2q(xi )

+
[y0 − 1]2

λ

∑
x∈GC−Gk

π(x)q(x) +
1
λ

k∑
i,j=1
j<i

π(xi )L(xi , xj )[yj − yi ]
2

+
1
λ

k∑
i=1

∑
y∈GC−Gk

π(xi )L(xi , y)[y0 − yi ]
2.

Then Jλ(f ) = Φk (y0, y1, . . . , yk ).
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We observe that x 7→ x2, x 7→ (x − 1)2 and (x , y) 7→ (x − y)2 are
convex functions in R, R and R2, respectively.
Since π(x) ≥ 0,∀x ∈ E , q(x) ≥ 0,∀x ∈ E , L(x , y) ≥ 0,∀x 6= y ∈ E
,λ > 0 and a finite linear combination (with non-negative coefficients)
convex functions is convex, we have that Φk is convex in Rk+1. Then
Φk assumes its minimum where its gradient vanishes.
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For every i = 1, . . . , k we have

∂Φk

∂yi
(y0, y1, . . . , yk ) = 2π(xi )yi +

2π(xi )[yi − 1]q(xi )

λ

+
1
λ

k∑
j=1
j 6=i

π(xi )L(xi , xj )2[yi − yj ] +
1
λ

∑
y∈GC−Gk

π(xi )L(xi , y)2[yi − y0]

=2π(xi )
{

yi +
1
λ

[yi − 1]q(xi ) +
1
λ

k∑
j=1
j 6=i

L(xi , xj )[yi − yj ]

+
1
λ

∑
y∈GC−Gk

L(xi , y)[yi − y0]
}
.
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We have

yi +
1
λ

[yi − 1]q(xi ) +
1
λ

k∑
j=1
j 6=i

L(xi , xj )[yi − yj ] +
1
λ

∑
y∈GC−Gk

L(xi , y)[yi − y0]

=f (xi ) +
1
λ

[f (xi )− 1]
∑
y∈G

L(xi , y) +
1
λ

k∑
j=1
j 6=i

L(xi , xj )[f (xi )− f (xj )]

+
1
λ

∑
y∈GC−Gk

L(xi , y)[f (xi )− f (y)]

=f (xi ) +
1
λ

∑
y∈G

L(xi , y)[f (xi )− 1] +
1
λ

∑
y∈Gk

y 6=xi

L(xi , y)[f (xi )− f (y)]

+
1
λ

∑
y∈GC−Gk

L(xi , y)[f (xi )− f (y)].
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Then, we get

yi +
1
λ

[yi − 1]q(xi ) +
1
λ

k∑
j=1
j 6=i

L(xi , xj )[yi − yj ] +
1
λ

∑
y∈GC−Gk

L(xi , y)[yi − y0]

=f (xi ) +
1
λ

∑
y∈G

L(xi , y)[f (xi )− f (y)] +
1
λ

∑
y∈GC

y 6=xi

L(xi , y)[f (xi )− f (y)]

=f (xi ) +
1
λ

∑
y∈E
y 6=xi

L(xi , y)[f (xi )− f (y)]

=f (xi ) +
1
λ

∑
y∈E

L(xi , y)[f (xi )− f (y)]

=f (xi )−
1
λ

∑
y∈E

L(xi , y)[f (y)− f (xi )] = f (xi )−
1
λ

(Lf )(xi ).
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This leads to

∂Φk

∂yi
(y0, f (x1), . . . , f (xk )) =

∂Φk

∂yi
(y0, y1, . . . , yk )

=2π(xi )
{

yi +
1
λ

[yi − 1]q(xi ) +
1
λ

k∑
j=1
j 6=i

L(xi , xj )[yi − yj ]

+
1
λ

∑
y∈GC−Gk

L(xi , y)[yi − y0]
}

=2π(xi )
{

f (xi )−
1
λ

(Lf )(xi )
}
.
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Since π(x) > 0, ∀x ∈ GC , we have that ∂Φk
∂yi

(y0, f (x1), . . . , f (xk )) = 0 if
and only if (Lf )(xi ) = λf (xi ). Since Φk attains its mininum where its
gradient vanish and Jλ(f ) = Φk (y0, f (x1), . . . , f (xk )), we have that a
function fk which minimizes the functional Jλ on E(Gk ) must be such
that (Lfk )(x) = λfk (x), ∀x ∈ Gk . In particular, (Lfk )(x̄) = λfk (x̄).

Pedro Cardoso



Relative Entropy
Entropy and Markov Processes

Dirichlet Form
A Maximal Inequality for Reversible Markov Processes

Then, for every k ≥ m, we have that a function fk which minimizes the
functional Jλ on E(Gk ) must be such that (Lfk )(x̄) = λfk (x̄). Since

lim
k→∞

inf
f∈E(Gk )

Jλ(f ) = inf
f∈E(G∞)

Jλ(f ),

we have that a function f∞ which minimizes the functional Jλ on
E(G∞) must be such that (Lf∞)(x̄) = λf∞(x̄). Since x̄ is an arbitrary
element in GC , we hava that

(Lf∞)(x) = λf∞(x),∀x ∈ GC .

Therefore, f∞ satisfies (9) and the claim is proved.
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